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AFOSR SPONSORED RESEARCH IN COMBUSTION AND DIAGNOSTICS 

PROGRAM MANAGER: JULIAN M. TISHKOFF 

AFOSR/NA 
801 North Randolph Street, Room 732 

ArUngton VA 22203-1977 

SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR) 
program in combustion and diagnostics currently is focused on five areas of study: high- 
speed propulsion, turbulent combustion, diagnostics, supercritical ftiel behavior, and 
plasma-enhanced combustion. An assessment of major research needs in each of these 
areas is presented. 

TECHNICAL DISCUSSION 

AFOSR is the single manager for Air Force basic research, including efforts based on 
external proposals and in-house work at the Air Force Research Laboratory (AFRL). 
Combustion and Diagnostics is assigned to the AFOSR Directorate of Aerospace and 
Materials Sciences along with programs in rocket and space propulsion, fluid and solid 
mechanics, and structural materials. 

Interests of the AFOSR Combustion and Diagnostics subarea are given in the 
SUMMARY section above. Many achievements can be cited for these interests, yet 
imposing fundamental research challenges remain. The objective of the program is 
publications in the refereed scientific literature describing significant new understanding 
of multiphase turbulent reacting flow. Incremental improvements to existing scientific 
approaches, hardware development, and computer codes fall outside the scope of this 
objective. 

The Combustion and Diagnostics subarea reflects a new Air Force commitment to 
support space science and technology. Accordingly, the research in this subarea will 
address research issues related to chemical propulsion for all Air Force aerospace 
missions, including combined cycle propulsion for access to space. This program will 
complement related research activities in space propulsion and energetic materials. 

The primary focus of research in turbulent combustion is the creation of computational 
modeling tools for combustor designers that are both computationally tractable and 



quantitatively predictive. This research has been directed in two areas: the formulation of 
augmented reduced chemical kinetic mechanisms for the combustion of hydrocarbon 
fuels and the development of subgrid-scale models for large eddy simulation of turbulent 
combustion. 

Future airbreathing and chemical rocket propulsion systems will require propellants to 
absorb substantial thermal energy, raising their temperatures to supercritical 
thermodynamic conditions. Understanding and controlling fluid properties at these 
conditions will be crucial for avoiding thermal degradation and for optimizing subsequent 
processes within the combustor. Research has focused on the role of supercritical 
transport in the thermal destabilization of hydrocarbon fuel prior to combustion and on 
primary and secondary fuel breakup under transcritical and supercritical conditions. 

Plasma research is one of six AFOSR Theme topics selected for support beginning in 
Fiscal Year 2001. The focus primarily is on the utilization of plasmas for ignition and 
flame stabilization in scramjets; however, the extension of this technology to other modes 
of chemical propulsion and energy conversion also is of interest. The theme research will 
be supplemented by research coordinated between universities and small businesses under 
the Department of Defense Small Business Technology Transfer (STTR) Program. The 
Air Force also supports related research activity in Russia under the Air Force Research 
Laboratory International Research Initiative. The Theme and Russian research activity 
will be presented as part of a Weakly Ionized Gas Dynamics Workshop at the 31'* ALAA 
Aerospace Sciences Meeting and Exhibit in January 2003. 

Decisions on support for research proposals are based on scientific opportunities and 
technology needs. Researchers interested in submitting proposals should contact Dr. 
Tishkoff for information on time constraints associated with proposal evaluations. 
Further information on research interests and proposal preparation can be found on the 
AFOSR web site, http://v^ww.afosr.af mil. The availability of funds places a major 
constraint on program redirection and growth. Figure 1 shows the recent trend of funding 
for basic research in combustion and diagnostics from Air Force and DOD sources. 
Informal inquiries for new research are encouraged throughout the year. Formal 
proposals should be submitted by 1 April for peer review by the National Research 
Council. 

The purpose of this abstract has been to communicate AFOSR perceptions of research 
trends to the university and industrial research communities. However, communication 
from those communities back to AFOSR also is desirable and essential for creating new 
research opportunities. Therefore, all proposals and inquiries for fundamental research 
are encouraged even if the content does not fall within the areas of emphasis described 
herein. Comments and criticisms of current AFOSR programs also are welcome. 
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The Army Research Office Program in Propulsion and Energetics 

David M. Mann 
Mechanical and Environmental Sciences Division 

US Army Research Office 

The Army is on a fast-paced path to transformation. That transformation mvolves the 
development of new classes of fighting vehicles, the Future Combat System, which are Ughter 
and more mobile, while maintaining the levels of lethality and survivability offered by today's 
systems, e.g. the Ml Abrams tank. Over the years, propulsion and energetics research has played 
a vital part in providing the options for the development of the new systems. Research in fixture 
years v^dll yield breakthroughs that will enable new capabiUties. 

The Army transformation has re-emphasized the need for Ughtweight, high power density, high 
efficiency engines for air and ground vehicles. The ARO Propulsion program continues to focus 
on optimizing the combustion processes in diesel and gas turbiiie engines. Fundamental to that 
optimization is understanding and developing predictive models for the controlling mechanisms 
and processes. Particularly important research areas are fiiel injection and fiiel-au- mixing 
dynamics, ignition, combustion and heat transfer. In order to be applicable to the environments 
of advanced engines, it is vitally important to address these areas in the appropriate parameter 
space of temperatiore, pressure and tiirbulence level. Ultunately the goal is to combiiie the 
detailed understanding of combustion with active conti-ol techniques, capable of optimization of 
engine performance under all conditions and engine health monitoring. 

Projectile and missile propulsion is the focus of the ARO Energetics program. The emphasis is 
on the development of higher energy systems, both through the utilization of current energetic 
materials under higher loading conditions and through the development of higher energy/output 
energetic materials. In the first instance, fixed volume systems, such as gun and missile 
combustion chambers, can deliver higher energies if higher charge densities (guns) or more 
compact combustors (liquid fiieled missiles) are used. Here the challenges are the ignition and 
heat release dynamics at high density. In the second instance, the Army is exploring the potential 
of nano-scale energetic materials to provide higher energy and higher power for propulsion and 
explosive uses. In this new field, emphasis is being placed on the preparation and 
characterization of novel nanostmctures and on understanding their reactivity. 

Details on submitting proposals to ARO may be found on the ARO web site, www.aro.army.mil. 
The site contains the Broad Agency Announcement for the ARO and other Army Research 
Laboratory Directorates' research efforts. Prospective offerors to ARO are encouraged to 
informally discuss their research ideas with the appropriate ARO program manager prior to 
submitting a formal proposal. 
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EXPERIMENTAL AND COMPUTATIONAL CHARACTERIZATION 
OF COMBUSTION PHENOMENA 

AFOSRTaskNo. 02PR01COR 

Principal Investigator: James R. Gord 

Air Force Research Laboratory 
AFRL/PRTS Bldg 490 

1790 Loop RdN 
Wright-Patterson AFB OH 45433-7103 

SUMMARY/OVERVIEW 
Propulsions systems represent a substantial fraction of the cost, weight, and complexity of Air 

Force aircraft, spacecraft, and other weapon-system platforms. The vast majority of these 
propulsion systems are powered through combustion of fiiel; therefore, the detailed study of 
combustion has emerged as a highly relevant and important field of endeavor. Much of the work 
performed by today's combustion scientists and engineers is devoted to the tasks of improving 
propulsion-system performance while simultaneously reducing pollutant emissions. Increasing 
the affordabiUty, maintainability, and rehability of these critical propulsion systems is a major 
driver of activity as well. This research effort is designed to forward the scientific investigation 
of combustion phenomena through an integrated program of fundamental combustion studies, 
both experimental and computational, supported by parallel efforts to develop, demonstrate, and 
apply advanced techniques in laser-based/optical diagnostics and modeling and simulation. 

TECHNICAL DISCUSSION 
While this AFOSR-fimded program involves numerous ongomg investigations, just a few 

recent advances are described in this abstract. Some specific ongoing activities that have been 
reviewed during recent AFOSR/ARO Contractors Meetings but are not discussed at length in 
this abstract include: 1) development of a mid-infrared, ultranarrowband, doubly-resonant 
optical parametric oscillator for spectroscopy and line-of-sight absorption measurements of 
various target species, including carbon monoxide at -2.3 ^im, 2) studies of combustion in 
impulsively initiated vortex rings with emphasis on application to the design and development of 
vortex-based ignition schemes, and 3) the development of terahertz-radiation ("T-ray") systems 
for combustion studies in the far infrared. New work is presented in test-cell diagnostics, 
collaborative studies of vortex/flame interactions with French colleagues, triple-pimip coherent 
anti-Stokes Raman scattering (CARS), and frequency-mixing-based diode-laser sensors. Also 
cited are two emerging collaborations that show great promise: 1) application of picosecond 
time-resolved laser-induced fluorescence spectroscopy (PITLIFS) in test cells at Wright- 
Patterson Air Force Base (WPAFB) with Prof Norm Laurendeau and the Purdue University 
team and 2) diode-laser based measurements of temperature and water concentration in a pulsed- 
detonation engine (PDE) at WPAFB with Prof Ron Hanson and the Stanford University team. 

Development and Application of Practical Diagnostics for Test-Cell Apphcations. In the past 
year, numerous optical diagnostics have been applied to studies of advanced combustors, 
including a frapped-vortex combustor (TVC) and an ultra-compact combustor/inter-turbine 
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burner (UCC/TTB); a PDE; and particulate-mitigating fuel additives. Recent work with 
molecular-emission spectroscopy, high-speed digital imaging, and laser-induced incandescence 
(LIT) is highlighted here. 

Active control of the fuel/air ratio is an important goal of advanced combustor development. 
Local fiiel/air ratios in combustors reflect the complex dynamics of fiiel atomization and fiiel/air 
mixing. These processes directly impact the operating efficiency of combustors. Molecular- 
emission spectroscopy offers promise as a monitor suitable for active control. Changes in local 
fuel/air ratios are manifested as variations in local combustion chemistry that yield fluctuations 
in the local concentration of key radical species. We have acquired molecular-emission spectra 
in various combustors, including a UCC/TTB, a PDE, and a Hencken burner, to assess the use of 
such spectra for determining the local fuel/air ratio. Molecular emission from the combustion 
intermediates OH, CH and Cj has been collected in a time-averaged mode. In addition, time- 
resolved OH emission has been collected at fixed wavelengths. These data are being correlated 
with combustor operating parameters to enhance our imderstanding of the underlying 
combustion chemistry while providing design feedback for our combustor engineers. 

These molecular-emission measurements are complemented by qualitative studies of unsteady 
combustion processes achieved through high-speed digital imaging of flame luminosity. 
Improved fiiel-air mixing and subsequent flame propagation are essential for enhanced 
combustor performance. Highly intermittent, three-dimensional combustors are difficult to study 
with single-frame, laser-based imaging. We are evaluating the diagnostic utility of high-speed 
digital imaging in various advanced combustors at WPAFB, including a single swirl-cup 
combustor, a TVC, and a PDE. Imaging rates up to 63,000 frames-per-second and exposure 
times as low as 10 |is surpass the capabilities of conventional high-speed photography and 
provide new insights into phenomena such as soot formation, flame morphology at elevated 
pressures, and deflagration-to-detonation transition. In addition we are exploring the use of 
high-speed digital imaging for coherent-structure velocimetry (CSV) to enable time-resolved 
studies of flame-structure/fluid-dynamics interactions in unsteady, turbulent reacting flowfields. 

In concert with an Air Force program designed to study the effects of additives on particulate 
production, we have accomplished planar UL measurements in a JP-8-fueled, single swirl-cup 
combustor with a central nozzle. Single-shot LD images of the soot exhibit localized high 
concentrations with varying spatial and temporal behavior. High-speed limiinescence images 
reveal a similarly complex soot stmcture driven by local fluid and chemical behavior. Averages 
of the single-shot images have been utilized to assess the impacts of laser fluence, camera gate 
and delay settings, and global equivalence ratio on the LII signal. Most importantly, these 
single-shot and averaged LII measurements have been used to evaluate the performance of 
numerous particulate-mitigating fuel additives under development by the Fuels Branch 
(AFRL/PRTG) at WPAFB. 

Continuing Collaborative Studies of Vortex/flame Interactions with Ecole Centrale Paris and 
ONERA. Ongoing work in this area has been expanded to include experimental and 
computational studies of vortex/flame interactions in two-phase counterflow diffusion flames. 
Initial studies of multiple-vortex interactions that involve the collision of two vortices at the 
counterflow-flame location have been accomplished as well. Computational and experimental 
visualization of such multiple-vortex events is depicted in Fig. 1. Recent numerical simulations 
of flame interactions involving "micro" vortices (millimeter-sized) and "large" vortices 
(centimeter-sized) have provided some important insights regarding non-adiabatic flame 
temperatures observed during vortex/flame interactions. 

Vortex-induced flame wrinkling and extinction represent fundamental turbulent flame 
phenomena that must be understood for the development of accurate numerical models. In our 
continuing work, we have achieved repeatable flame wrinkling and extinction using a two-phase 
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Figure 1. Computational and 
experimental visualization of a 
multiple-vortex/flame interaction.   A 

nnpmges 
side. 

Loimterflow   diffusion   flame   and   a   piston-actuated 
\ortex. Planar laser-induced fluorescence (PLIF) of CH 
his been used to mark the flame front, and particle- 

^■«i<^'**3.'^' ^fijWfert-^    "iiage velocimetry  (PFV)  has  been used to  obtain 
'''   ^^ B.r«?..rK?*- *»    information about the flowfield.   The phase-correlated 

CH FLIP  and PIV  results  demonstrate that flame 
s   ,.,<j,|t^icf :s« I^^^^^^M   ^^tinction occurs within one millisecond after the vortex 
i '^Ri''*!''* H^HHI   ^^^^ ^° wrinkle the flame.   Velocity measurements 

show that a five-fold increase in the fuel-side peak strain 
rate occurs dviring this extinction process. In addition to 
flame wrinkling and extinction, the effects of fuel 
equivalence ratio, droplet seeding, and PAH 
fluorescence on the CH PLIF signal have been studied. 

Previous experimental and numerical studies have 
demonstrated that local flame temperatures can range 
significantly   above   or   below   the   adiabatic   flame 
temperature during micro (millimeter-size)-vortex/flame 
interactions.   Such large excursions in temperature do 
not    occur    in    large    (centimeter-size)-vortexyflame 
interactions.     To  identify the physical  mechanisms 

la^CT vorterimpinges from"ie air responsible for generating these super- or sub-adiabatic 
(bottom) side, while a smaller vortex  A^me   temperatures,   numencal   studies   have   been 

from the hydrogen (top)  conducted for micro-vortex/flame mteractions m a Ha/au- 
counterflow diffusion flame. Contrary to expectations, 
preferential diffiision between H2 and O2 and 

geometrical curvature are not found to be the mechanisms responsible for generating these 
variations in local flame temperature. This is revealed in part through a simulation with identical 
diffusion coefficients for H2 and O2 that yields super- or sub-adiabatic flame temperatures during 
the micro-vortex/flame interaction. It appears that the Lewis number and the reactant-limiting 
characteristics of the micro-vortices are responsible for the observed behavior of the flame 
temperature. The magnitude of the temperature excursions depends on the value of the Lewis 
nimiber. Propagation of the flame into the micro-vortex suggests that the amount of reactant 
carried by the micro-vortex is insufficient to feed the flame with fresh reactant during the entire 
vortex/flame-interaction process. While Lewis number governs the pre-heating or dilution of the 
reactant, the reactant-limited micro-vortex drives the generation of super- or sub- adiabatic flame 
temperatures by transporting the affected reactant into the flame zone at a different location— 
typically, to the flame near the head of the vortex. Conversely, in a large-vortex/flame 
interaction, the flame wraps around the outer perimeter of the vortex and remains there with 
sufficient inflow of fresh reactant to maintain it throughout the interaction process. In this case, 
the flame is unaffected by the Lewis mumber. 

Triple-Pump Coherent Anti-Stokes Raman Scattering (CARS) for Simultaneous 
Measurements of Temperature and Multiple Species Concentrations. Working in close 
collaboration with Prof Bob Lucht and his diagnostics team at Texas A&M University, we 
recently developed and demonstrated a triple-pump CARS system for simultaneous 
measurements of temperature and multiple species concenfrations with high spatial and temporal 
resolution. Our triple-pump CARS approach employs four laser beams to generate CARS 
signals near two distinct wavelengths. Temperature and relative concenfrations of the target 
species (with respect to N2) are exfracted by fitting the measured CARS specfra in each 
wavelength region.   For the proof-of-concept measurements, CARS signals from N2/O2 and 
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N2/H2 pairings were collected. Single-shot and time-averaged measurements were performed in 
an atmospheric-pressure Ha/air difilision flame. Representative spectra are depicted in Figs. 2 
and 3. Demonstration of this measurement capability m a practical combustor rig at WPAFB is 
scheduled for this summer. 
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Figure 2. H2/N2 CARS signal obtained near 
437 nm in a H2/air diffusion flame (fuel-rich 
side). 
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Figure 3. N2/O2 CARS signal obtamed near 
491 nm in a H2/air diffusion flame (fuel-lean 
side). 

Absorption Sensors in the Ultraviolet and Mid-Infrared Based on Diode-Laser Frequency- 
Mixing Schemes. Two all-solid-state continuous-wave (cw) laser systems, one for ultraviolet 
absorption measurements of nitric oxide (NO) and another for mid-infrared absorption 
measurements of carbon monoxide (CO), have been developed and demonstrated m 
collaboration with the Texas A&M group as well. In the NO system, the single-mode tunable 
output of a 10-mW, 395-nm extemal-cavity diode laser (ECDL) is sum-frequency mixed with 
the ou^ut of a 115-mW, frequency-doubled, diode-pumped cw Nd:YAG laser in a beta-barium 
borate (BBO) crystal to produce -40 nW of tunable cw radiation at 226.8 nm. The wavelength 
of the 395-nm ECDL is scanned over NO absorption lines to produce a fully resolved absorption 
spectrum. Initial results with mixtures of NO and N2 in a room-temperature gas cell suggest an 
NO detection limit of 0.2 ppm per meter path length based on a demonstrated absorption 
sensitivity of 2x10"^. Representative data are presented in Fig. 4. 

In the CO system, the single-mode, tunable 
output of a 70-mW, 860-nm ECDL is 
difference-frequency mixed with the output of 
a 550-mW diode-pimiped cw Nd:YAG laser in 
a periodically-poled Uthium-niobate (PPLN) 
crystal to produce ~1 ^iW of tunable cw 
radiation at 4.5 (xm. The wavelength of the 
860-imi ECDL is scanned over a CO 
absorption line to produce a fiilly resolved 
absorption spectrum. Both the NO and CO 
sensors will be employed for measurements in 
the exhaust of a well-stirred reactor at WPAFB 
during the coming summer. Comparisons with 
computational predictions and physical- 
sampling-probe measurements are planned. 
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ADVANCED DIAGNOSTICS FOR REACTING FLOWS 

AFOSR Contract No. 01-1-0145 

Principal Investigator: Ronald K. Hanson 

Mechanical Engineering Department 
Stanford University, Stanford, California 94305-3032 

SUMMARY/OVERVIEW: 
The goal of this research is to develop advanced laser-based diagnostics for non-intrusive 

measurements relevant to air-breathing combustion. The program emphasizes spectrally- 
resolved absorption using cw tunable IR lasers and planar laser-induced fluorescence (PLIF) 
using pulsed IR and UV laser sources. Detailed below is progress on several diagnostic 
concepts: ketone tracers for PLEF imaging; IR PLIF for imaging IR-active gases; LIF at high 
pressure; wavelengtii-multiplexed strategies for fuel sensing; new concepts for wavelength-agile 
diode laser sensing; and a rapid kinetic spectrograph for shock tube studies. Also reported are 
high-temperature absorption measurements of CO2, which have significant implications for UV- 
based combustion diagnostics, and initial work to explore shock tube and laser diagnostic 
techniques for studies of plasma-based ignition of combustion. 

TECHNICAL DISCUSSION: 

Ketone Photophysics for Quantitative PLIF Diagnostics 
PLIF research on ketones is focused on fundamental photophysical experiments to quantify 

absorption and relative strength of fluorescence as a fUnction of temperature, pressure, and 
excitation wavelength. Additionally, we model the photophysical behavior, enabling predictive 
capability for a broad range of conditions, and we use our ftmdamental understanding to guide 
development of PLIF techniques that measure relevant parameters in practical flowfields. 

A database containing a variety of tracers is motivated by the need for a variety of physical 
properties (e.g. boiling pomts, diffusion coefficients) that match relevant fuels. Our PLIF-tracer 
database now contains measured absorption and fluorescence properties up to 1000 K and 16 
atmospheres for acetone and 3-pentanone, in addition to an acetone photophysical model tiiat 
allows extrapolation beyond current experimental data. (Adapting the model to 3-pentanone 
looks quite promising and is currently under way.) Utilizing our fundamental understanding of 
the photophysics, we have developed and optimized schemes for simultaneous, two-dimensional 
measurements of temperature and tracer-concentration in unsteady flows [see publication 1]. 

IR PLIF using Vibrational Transitions 
Important combustion species such as CO2 and CO do not have accessible, single-photon, 

electronic transitions outside the vacuum-UV. However, we have shown previously that the 
distribution of these species can be determined by LIF using vibrational transitions in the 
infrared [2]. IR PLIF is different from traditional UVA^is PLIF because excited vibrational 
levels have much longer radiative lifetimes than excited electronic systems, and there are often 
multiple mechanisms for vibrational relaxation.  For instance, in a flame, vibrationally excited 
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Figure 1. Temperature in the burned gases of a premixed 
methane/air flame from the ratio of PLIF images of NO. 

CO2 undergoes extremely fast near-resonant vibrational transfer with H2O (V-V transfer). Since 
the rates of V-V transfer vary greatly depending on the molecule and the conditions, evaluating 
vibrational LIF excitation schemes requires detailed analysis of the signal quantum yield. 

We have recently performed detailed model calculations for CO and CO2 LIF schemes [3,4]. 
For molecules like CO, which has relatively slow vibrational relaxation, linear excitation 
produces a signal with straightforward interpretation [3]. By contrast, the fast vibrational 
transfer of excited CO2 with H2O produces a quantum yield which has a very strong variation 
with gas composition for linear infrared LIF of CO2. However, for CO2, this can be mitigated 
with saturated excitation that overcomes the V-V transfer, resulting in a quantum yield that 
varies slowly with gas composition. Saturated excitation of LIF from hot CO2 in flames thus 
appears feasible using the high power available m pulsed CO2 lasers [4]. 

Quantitative LIF ofNO at High Pressure 2000   1000 300K 
LIF of native NO is usefiil for 

rmderstanding pollutant production, and 
LIF of seeded NO is an attractive means to 
measure instantaneous temperature and 
velocity fields. However, at pressures above 
a few bar, spectral broadening produces 
interference LEF from O2, especially in lean 
systems. In the past year we have evaluated 
strategies previously proposed for 
excitation of NO A-X in the (0,0) band [5]. O2 interference has been characterized for 
stoichiometries between 0.83 and 1.2 and pressures up to 60 bar. In addition, we have 
recommended a new strategy for the measurement of temperature from the ratio of LIF signals 
obtained from exciting a high and a low rotational energy feature. PLIF temperature 
measurements are shown in Fig. 1 for the burned gases in our premixed high-pressure flame 
facility for a methane/air flame seeded with 300 ppm NO. Using these temperature distributions, 
we have demonstrated the first quantitative PLIF measurement of NO in the burned gases of high 
pressure flames [6]. In addition to O2 interference, the variation in collisional quenching with 
gas composition and temperature, and the effects of laser attenuation have been investigated. 

Two-Phase Fuel Diagnostics by Wavelength-Multiplexing 
Research is imderway to develop a rapid- 

response diagnostic for simultaneous 
measurements of line-of-sight-averaged fiiel 
droplet size, droplet volume fi^ction, and fiiel 
vapor concentration. Laser diagnostics for 
monitoring both vapor and liquid droplets are 
complex in that: 1) the vapor of most liquid fiiels 
has diffuse spectral features which cannot be 
covered by the rapid tuning range of existing 
lasers [7], and 2) vapor absorption and droplet 
extinction of the probe beam are usually coupled. 
Our initial approach is a sensor based on 
wavelength-multiplexing of five laser beams: 
three are used to measure droplet size (Sauter 
Mean    Diameter)    based    on    transmission 
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Figure 2. Comparison of droplet size measured with 
diode-laser senor and with Malvem Particle Sizer. 
Inset shows droplet size distribution measured by 
MPS 50 cm from the fog nozzle. From [8]. 
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measurements; the other two are used to monitor vapor concentration based on differential 
absorption [8]. Successful initial results in a laboratory-scale ethanol spray, shown in Fig. 2, 
motivate further work and applications of this technique in propulsion systems. 

Rapid Sensing of Temperature and Pressure by Spectrally-Resolved Absorption 
Studies of advanced propulsion systems call 

for non-intrusive measurements under extreme 
conditions. Spectrally resolved absorption 
provides a powerful tool for such problems. Here 
we report a diagnostic based on cesium absorption 
that yields measurements of detonated-gas 
temperature and pressure histories spanning 2000 
- 4000 K and 0.5 - 30 atm, with microsecond 
time response. We exploit the wavelength- 
scanning agility offered by an 852 nm vertical 
cavity surface-emitting laser (VCSEL), scanned at 
megahertz rates over a 10 cm"' spectral window 
encompassing the spectral structure of the D2 
transition of atomic Cs. The trial application of 
this diagnostic is to a C2H4/02-filled pulse 
detonation engine [9,10]. Fig. 3 shows the good 
agreement between pressure measured spectroscopically and by transducer and compares 
measurements with a simulation from the Naval Research Laboratory. 

This diagnostic strategy exhibits several advantages for applications in practical propulsion 
systems. First, the extremely strong absorption of Cs and the broad-wavelength scanning ability 
of the VCSEL make this sensor very robust. Second, the microsecond time response is attractive 
for studies of highly transient propulsion flows. Finally, this sensor offers the opportunity for off- 
wall pressure measurements. 

Two other diode-laser diagnostics based on rapid broad-tuning have been developed. The 
first utilizes a VCSEL laser to measure O2 absorption near 760 nm, allowing determination of the 
temperature distribution in a non-uniform region [11]. The second diagnostic utilizes an external 
heatmg source to achieve rapid, broad scans (-20 cm'') near 1.4 ^m [12]. This should enable 
measurements of water vapor spectra and temperature in combustion gases at high pressure, 
where normal diode-laser techniques can fail due to scan-range limitations. 

Time after detonation wave arrival [ms] 
Figure 3. Pressure histories in a pulse detonation 
tube filled with stoichiometric C2H4 /O2 measured by 
spectrally     resolved     absorption,     piezoelectric 
transducer, and by simulation. From [10]. 

Kinetic Spectrograpli 
We have developed a UV absorption kinetic spectrograph for the identification and 

investigation of stable and transient species at high temperatures. With this new diagnostic, we 
have measured broad absorption spectra (190-300 nm) at 10 |is intervals in shock tube 
experiments. By first quantifying the absorption spectra of these species and then using this 
information to track their concentration in time, we have identified primary decomposition and 
oxidation pathways for large fuel molecules, and we have built a database for the time-histories 
of these species in shock-heated mixtures. 

Implications of Absorption of Hot CO2 on Ultraviolet Combustion Diagnostics 
Measurements using our new kinetic spectrograph have revealed strong UV absorption by 

hot CO2. Since CO2 is UV-transparent at room temperature it has traditionally been neglected as 
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a source of interference in UV combustion diagnostics. However, we now realize that neglecting 
laser attenuation due to hot CO2 can lead to large errors in such measurements [13,14]. 

Absorption cross-sections were measured in shock-heated CO2 and H2O between 900 and 
3050 K, for wavelengths between 190 and 320 nm [13]. An empirical fit to the temperature- 
dependent absorption spectra provides a corrective tool for UV combustion diagnostics, and this 
has been applied to NO-LIF measurements in engines [14]. Such corrections are large enough 
that we think combustion diagnosticians using wavelengths under 250 nm need to consider 
absorption by hot CO2, especially in large scale and/or high-pressure combustors. 

Shock Tube Studies of Plasma Ignition 

We have begun to investigate the use of shock tubes and spectroscopic diagnostics in the 
study of the chemistry and flow dynamics of plasma-assisted ignition. The shock tube provides a 
spatially-uniform combustion volume with well-defined conditions and excellent optical access. 
Diagnostics of interest include spectrally-resolved absorption and PLIF imaging. 
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MEASUREMENT OF ABSOLUTE OH CONCENTRATION AND TEMPERATURE 
IN A FLAME BY PHOTOTHERMAL DEFLECTION SPECTROSCOPY 

ARO Grant Number DAAG55-98-1-0278 

Principal Investigator: R. Gupta 

Department of Physics 
University of Arkansas 
Fayetteville, AR 72701 

SUMMARY/OVERVIEW 

We have demonstrated that absolute minority species concentrations and temperature can be 
measured simultaneously in a flame by the photothermal deflection spectroscopy technique. OH 
concentration and temperature profiles in a fuel-rich flame have been measured. The measured 
values have been verified by independent measurements by other techniques. The ultimate goal 
of these experiments is to measure another parameter, the flow velocity, simultaneously with the 
absolute concentration and temperature. 

TECHNICAL DISCUSSION 

We are engaged in experiments to demonstrate that photothermal deflection spectroscopy 
(PTDS) technique can be used to measure absolute species concentration, temperature, and flow 
velocity in a flame. As a first step, we have measured two of the three parameters, that is, the 
absolute OH-concentration and temperature simultaneously. 

In this technique, a laser beam, tuned to one of the absorption lines of the species of mterest, is 
absorbed by the species. Most of the absorbed optical energy quickly appears in the thermal 
modes of the flame gases, thereby changing its refiractive index. This change in the refiractive 
index is detected by the deflection of a probe laser beam (1). The deflection amplitude yields the 
absolute species concentration. The temporal evolution of the signal yields the diffusion time, 
which is proportional to the temperature. If a significant fluid flow exists, the flow velocity can 
be measured by placing the probe beam slightly downstream firom the pump beam and measuring 
the time-of-flight of the heat pulse (2). 

Figure 1 shows the burner used in this work. Premixed methane and an with an equivalence 
ratio of 9 = 1.63 was used. A conical flame, about 5 cm in diameter at the base and about 6 cm in 
height, was produced. The experimental arrangement is shown in Figure 2. Qi(8) line of OH at 
309.243 nm was excited by a fi-equency-doubled dye-laser. The laser pulses were about 7-ns in 
duration and we used about 12 ^J of energy/pulse. For absolute measurements, it is important 
that the optical transition not be saturated and every attempt was made to ensure this. The probe 
beam was provided by a cw HeNe laser. The deflection of the probe beam was detected by a 
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position-sensitive detector (a quadrant detector used in conjunction with a difference amplifier) 
and the data were observed on a digital oscilloscope 
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Fig 1: A sketch of the burner 
used in this work 

Fig 2: Schematic diagram of the apparatus 

Figure 3 shows typical data. The deflection of the probe beam (in micro-radians) is plotted 
against time. Zero of the time-axis corresponds to the instant of laser pulse (assumed to be a 6- 
function) firing. The probe beam deflects at the instant of laser firing, and gradually returns to 
its original position on the time scale of thermal diffusion fi-om the laser-irradiated region. The 
flow velocity of the flame gases had a negligible effect on the PTDS signals in this particular 
flame. 
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Fig 3: A typical PTDS signal 

The amplitude of the signal depends on the absorption of the laser beam, which is a measure 
of the OH density. The quenching rates in OH are much faster than the radiative decay rate (3), 
thus we can assume that most of the optical energy appears in the thermal modes of the flame 
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gases. This allows us to deteraiine the absolute concentrations. Unlike LIFS, we use collisions to 
our advantage. We do not need to know what the collision rate is, as long as we know that it is 
much faster than the radiative rate. An analysis of the temporal shape of the signal yields the 
thermal diffusivity of the laser-irradiated region.   The temperature of the flame is determined 
from the measurement of the thermal diffusivity (4). 

E    2, 
48 

a   2, 
m 
c 
s ^ 
c 
o 
o 

1 

V   1500- 

-2.0      -1.5      -1.0      -0.5       0.0       0.5        1.0        1.5       2.0 
Z(cin) 

-2.0      -1.5      -1.0     -0.5      0.0       0.5       1.0       1.5       2.0 
Z(cm) 

Fig 4: OH concentration profile in our flame Fig 5: OH temperature profile in our flame 

Figure 4 shows the absolute OH-concentration profile in this flame, obtained from the analysis 
of PTDS data. The OH density peaks near the outer rim due to air-entraiimient in this fuel-rich 
flame. Zero of the abscissa corresponds to the center of the burner. The dotted line corresponds 
to the current limit-of-detection m our experiment. Figure 5 shows the temperature profile of the 
same flame, also obtained by the analysis of the PTDS data. 

Fiuther experiments were conducted to determine the reUability of our concentration and 
temperature measiu-ements. At one point, z = -1.72 cm, the temperature was also measured by a 
measurement of the Boltzmann distribution (5) among the rotational sublevels of OH (Qi(3)- 
Qi(lO)). The temperature, T = 1600+70 K, agrees with the value T = 1655±100 K obtained by 
the Boltzmaim method within the imcertainties of die two measurements. In order to check the 
reliability of our concentration measurements, a McKenna flat-flame burner was used. This 
burner has a very uniform concentration profile in the horizontal direction, and the optical path- 
length is sufficienfly long that a reliable concentration measurement using the direct absorption 
measurement can be performed. The PTDS measurements of the concentration agreed with 
those obtained by the direct absorption measurements within few percent (6). Therefore, we are 
quite confident of our concentration and temperature measurements. 

We are currently engaged in experiments to measure absolute concentration, temperature, and 
flow velocity measurements in a flame with significant flow velocity. 
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CROSSED-PLANE LASER IMAGING 
OF 

PREMIXED TURBULENT COMBUSTION PROCESSES 

DAAD19-99-1-0324 
F. C. Gouldin 

Cornell University, Ithaca, NY 14853 

OVERVIEW 
The objective of this research is to measure, using crossed-plane imaging, ^amelet nonnal 
vectors and the instantaneous thermal stracture of flamelets in premixed turbulent flames. Data 
for siirface normal vectors can be used to calculate important quantities such as S, the flamelet 
surface density, a quantity that is proportional to the mean rate of product formation per unit 
volume, <w>. Flamelet thermal structure data can be used to estimate the constant of 
proportionality between <w> and E. Instantaneous flamelet normals have been measured in 
three dimensions using crossed-plane imaging via laser tomography and planar laser induced 
acetone fluorescence. The evolution of flamelet wrinkling in the downstream direction in V- 
flames has been measured. Crossed-plane Rayleigh imaging has been developed to measure 
temperature gradients and other thermal quantities within flamelets. 

TECHNICAL DISCUSSION 
Under previous ARO support, crossed-plane tomography was developed to measure directly all 
three components of the instantaneous surface normal vector. Mie scattering by silicon oil 
droplets from two, pulsed-laser light sheets is recorded by ICCD cameras. Because the droplets 
evaporate at approximately 650 K, scattered Ught marks regions of reactants, and the boundary 
between light and dark regions in an image marks where the flamelet intersects the laser hght 
sheet. For crossed-plane tomography two sheets are aligned perpendicular to each other, and 
their horizontal line of intersection is tiie measurement line. Where the flamelet crosses this line, 
lines tangent to the flamelet surface are found in each Ught sheet and their cross product defines 
the instantaneous flamelet nonnal direction. 

In the past several years we have used the concept of crossed-plane tomography to measure 
normal vectors in laboratory V-flames [1-3] and in a research spark ignition engine [4]. Ehiring 
the past year we have explored the use of single plane tomography for quantifying, under special 
circumstances, the magnitude of surface wrinkling. In addition, we have extended the concept of 
crossed-plane imaging to crossed-plane Rayleigh imaging for temperature and are using this 
technique to quantify the flamelet's instantaneous thermal structure. Finally we are working to 
combine crossed-plane tomography with stereo particle imaging velocimetry (SPIV) to measure 
components of flamelet strain and curvature imposed by the reactant flow. 

Single Plane Imaging 
Flamelet normal measurements m V-flames and in a research spark ignition engine [1-4] suggest 
that the probability density function (pdf) of the flamelet normal has a universal form. When the 
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normal vector is defined in spherical coordinates with a polar angle (|), an azimuthal angle 9 
(N((|),9)), and the polar axis aligned normal to mean progress variable, <c>, constant surfaces 
(parallel to the surface normal, N<c>), the pdf is given by 

P(<{),e)dQ = Cexp(-((t>/(;r )sin(t)d(t)de. (1) 
dD is a differential solid angle and equals sin(lxi<j)d0; C is a normalization constant. 

In crossed-plane tomography one measures N where the surface crosses the measurement 
line, and hence the data are weighted by the probability that a surface of a given orientation 
crosses this line; the data are crossing-weighted [3]. The crossing-weighted pdf has the form 

P,((t),e)dD = CI cosp I exp(-((t)/(;)')sin(t)d(t)de, (2) 
where p is the acute angle between N and the measurement line. 

Equation (1) shows that all values of 9 are equally probable. This symmetry means that we 
can extract the value of ^ from single plane imaging data provided that the image plane contains 
N<c>. Consider the case of a V-flame with tomography data taken in a vertical imaging plane 
that is perpendicular to the stabilizer rod. A normal to the flamelet curve in the vertical plane is 
the projection of N onto the image plane. Data for the orientation of this projection, in the form 
of the angle, a, between the projection and a T) line that is locally parallel to N<c> (Figure 1), can 
be taken along T). Through numerical analysis based on (2) it can be shown that the crossing 
weighted pdf of a is fit by 

Pc(a)da = C*lcosaIexp(-(a/Y)^)da, (3) 
and that there is a one to one relationship between the fit parameters y and C„ Figure 2. 
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Figure   1.       Image   of   V-flame   showing   six Figure 2. Plot of 2-D fit parameter y versus the 3-D 
representative r\ lines and the <c> = 0.5 contour. ^^ parameter C, found by numerical analysis. 

To exploit this relationship we have taken single plane data from 7 different V-flames in 
order to quantify die change in flamelet wrinkling with downstream distance. In each flame 
between a 1000 and 2000 images were taken, and data for a along six different TI lines (Figure 1) 
were obtained. Pdfs were constructed from the data taken along iodividual T| lines for each 
flame condition, and values of y were obtained by fittmg (3) to the pdfs. The y values were then 
used to find C,, for different downstream locations. It was found that over the measurement 
region, C, increases linearly with distance and that the rate of increase depends on the turbulent 
intensity scaled by the laminar flame speed and other factors [5]. 
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Crossed-Plane Rayleigh Imaging 
Rayleigh scattering from molecules is proportional to the molecular number density, n, and for 
lean premixed methane-air flames the constant of proportionality is a weak ftmction of c. 
Consequently, 2-D Rayleigh unagmg can be used to measure 2-D distributions of n and 
temperature, T. In turn crossed-plane Rayleigh unaging can be used to measure instantaneous 
temperature and temperature gradient vectors along the measurement Ime with very high spatial 
and temporal resolution (< 0.2 mm and < 50 nsec). From a single image plane two of the three 
components of the gradient can be calculated. With crossed-plane unaging, the third component 
is calculated m the orthogonal plane along the line of intersection of the two imaging planes. 

We have made crossed-plane Rayleigh measurements in a turbulent V-flame; $ = 0.7; U = 3 
m/s; u'/U = 7% and U'/SL = 1. Image data were obtamed using a pulsed Nd:YAG laser and two 
thermoelectrically cooled, intensified CCD cameras. The laser output was split into two laser 
beams, and to avoid interference due to simultaneous scattering from both beams a delay loop 
was used to separate in time the arrival at the burner of light in the two image planes. The two 
cameras exposures were controlled by gating the intensifiers. Images were stored on disk for 
later analysis that consisted of spatial smoothing to reduce the influence of shot noise and, 
through caUbration, determination of the temperature field. Along the measurement line the 
components of the temperature gradient are obtamed by fitting to polynomials the temperature 
variation in three orthogonal directions and differentiating. 
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Figure 4. NT^I versus Nj^ along the measurement line 
from four different realizations. The view is of the 
tip of Nj sighting down the measurement line. 

Figure 3. Comparisons of temperature profiles 
obtained from Rayleigh imaging of laminar V- and 
Bunsen flames and from calculation. 

To evaluate the influence of noise, vertical plane measurements were made on laminar V- 
and Bunsen flames and the results compared to calculations of an imstretched laminar flame 
with the same equivalence ratio. Figure 3. It can be seen that for temperatures below about 
1500 K the agreement between measurements and calculation are quite good. The largest 
source of noise in these measurements is shot noise, and therefore the signal to noise ratio 
declines with increasing temperature. This trend is evident in Figure 3 where noise becomes 
apparent above 1500 K. At high temperature there is a systematic difference between 
calculation and the V-flame profile and, to a lessor extent, between the calculation and the 
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Bunsen results. The V-flame difference is surprisingly large. It is repeatable from laser shot to 
laser shot, from day to day and for different flow velocities and for different mixture ratios. Our 
conjecture is that flow induced stretch due to acceleration in the product gases is the cause of 
the "dip" seen in the temperature profile. Support for this conjecture is found in the Bunsen 
flame data where no dip is seen. In V-flames, product gases are confined to the V, and 
streamlines are curved upward, while in Bunsen flames product gases are free to expand. 

Based on the results of asymptotic analysis, Peters has proposed a three layer structure for 
premixed flames - the preheat zone, the inner and the oxidation layers [7]. The oxidation layer 
lies on the product side of the other layers and is where CO is oxidized. For laminar V-flames 
we suggest that stretch extends from the combustion products into the oxidation layer and slows 
CO oxidation causing the "dip". The stretch is caused by the acceleration of combustion 
products confined to the center of the V-flame, a confmement not present in a Bunsen flame. 

Crossed-plane Rayleigh data can be used to obtain a number of quantities along the 
measurement line, y, the line of intersection between the two laser sheets. These quantities 
include T(y), VT(y), isothermal surface normals (Br = VT(y)/1 VT(y)|), and the isothermal 
surface density (Ly). As an example, plots of the z versus the x components of NT are presented 
in Figure 4. For some realizations the normals are nearly co-linear indicating little perturbation 
of the flamelet structure, while in other realizations there is large variation. 

Summary and Future Work 
Crossed-plane tomography has been developed to measure instantaneous flamelet surface 
normals and data obtained m several V-flames and a SI engine indicate a universal form for the 
surface normal pdf This form has been used to exfract from 2-D imaging data the 3-D fit 
parameter as a ftinction of downstream distance in seven different flames. The data show that 
the fit parameter grows linearly with distance. The concept of crossed-plane unaging has been 
extended to Rayleigh imaging and data along the measurement line for T, VT, Nj, and Ij have 
been obtained in a single flame. 

Planned future work includes single plane measurements and additional crossed-plane 
Rayleigh imaging measurements in three different burners: V-flame, Bunsen flame and swirl- 
flow bumers. The goal of the measurements is to determine the mfluences of flame 
configuration and turbulence levels on flamelet wrinkling and the thermal structure. In 
addition, the plan is to combine SPIV with crossed-plane tomography. The SPIV image plane 
will be vertical and the two tomography planes will be at ±45 degrees with respect to the 
vertical. Three lines of intersection between the imaging planes are formed. Velocity data in 
reactants will be obtained in the vertical plane, and flamelet normals will be obtained at flamelet 
crossing points along the three intersection lines. From these data components of the flamelet 
surface curvature tensor and the reactant flow velocity normal to the surface will be estimated 
and used to help quantify flow imposed sfrain and reaction sheet curvature. 
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SUMMARY/OVERVIEW 

The purpose of this work is to develop a whole field measurement technique that is capable of 
simultaneously sizing multiple transparent droplets on a plane from scattered light features that are 
independent of laser beam intensity and obscuration. Last year we reported the first droplet size results 
obtained with digital holography. This year we discuss some of the requirements of the technique to 
measure sprays and some of the tradeoffs associated with fringe analysis versus image analysis. 

TECHNICAL DISCUSSION 

Light scattered by reflection and refraction from droplets immersed in a laser sheet is recorded 
holographically on a CCD chip and subsequently reconstructed mathematically. The reconstruction 
may be reaUzed at any convenient plane thus giving the user flexibiUty in signal analysis. The first 
paper based on the holographic technique was presented in Lisbon (Hess, 1998.) Other related research 
in this area is based on photographic recordings of interference patterns, which typically linait the 
appHcations to sparsely populated sprays (Glover, 1995). Cylindrical optics has also been used to 
compress the images in one dimension and tiius increase the number density capabiUty (Maeda, 2000). 
Digital holography (Kreis, 1997, Kebbel, 1999) expands the capability of the technique to a third 
dimension thus giving the user the option to mathematically reconstruct the object at a convenient 
plane. For the present application the object consists of scattering features from droplets, which can 
be reconstructed at a plane where particle overlapping can be avoided or filtered out. 

The technique is called Planar Image Particle Analyzer (PIPA). The general configuration of PIPA 
is given in Figure 1. A laser sheet illuminates the particles and their scattered Ught (object beam) 
is collected by a receiver of f-number (f #) placed at a collection angle 9. A beamsplitter mixes the 
reference beam with the object beam to form the hologram. 
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Figure 1. Schematic of PIPA. 

Hologram 

Reference 
beam 

Each of the transparent droplets unmersed in the laser sheet will scatter light that is rejfracted and 
reflected thus yielding either a fringe pattern (fringe mode; defocused particle images) or two 
distinctive spots {spot mode; focused particle images) for each particle. The fringe count or fringe 
frequency and/or the separation between the two spots yield the droplet size. Because of the 3-D 
capability of holography, one can choose to reconstruct tiie scattered light to show either the fringe 
pattern or the two spots, depending on the resolution of the recording medium and filtering 
requirements, to avoid the overlapping of particle images. 

To record holograms requires the infroduction of a reference beam. The angle between the object 
and reference beams is limited by the resolution of the recording media (in the case of a CCD by the 
pixel pitch) according to the following relationship: 

2 X film resolution or pixel pitch = 
2sin|-s^ I 

(1) 

For X = 0.694 \im and pixel pitch = 6.8 ^m, Gmax = 0.051 rad. This represents the most significant 
limitation of the technique since, with current technology, it lunits the field of view or the minimum 
droplet size. However, CCDs continue to advance both in number of pixels and in reduced pixel size. 
Therefore, the limitation will be less significant in the fiiture. 

In FIFA, particle images appear as two pomt Ught sources that are separated by approximately 90% 
of the particle diameter. If the resolution of the recording medium is not adequate to record two 
closely spaced spots, the measurement strategy can shift to recording the scattered light away from 
the image plane where the Ught emanating from the two spots interferes to produce a fringe pattem. 
Thus, at an out-of-focus plane, the particles appear as a fiinge pattem. Size information can 
subsequently be obtained from the fringe frequency. With photography, one can only record and 
examine one measurement plane at the time. The problem of measuring the out-of-focus plane with 
photography is that for high particle concentration, the areas corresponding to individual particles 
overlap, making the fiinge analysis difficult at best and impossible under some conditions. 

Reconstruction of Digital Holograms at the Scheimpflug Angle 

In order to avoid the overlap of wavefronts from different droplets, the unages of all the droplets 
should come to a focus in the same plane. This minimizes the image size and reduces overlapping. 
This condition may be obtained by tilting the CCD to the Scheimpflug angle as shown in Figure 2. 
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Figure 2. Recording geometry of 
d^tal holograms at the Scheimpflug 
angle. 

(x,y) 

Tilting the CCD reduces the effective pixel size in one dimension and a numerical reconstruction 
of the wavefront in the image plane leads to distortions of the wavefront if a conventional 
reconstruction algorithm is used. To accurately reconstruct the images we need to consider the tiU 
of the hologram in the reconstruction algorithm in order to prevent the distortions. 
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The basis for the numerical reconstruction of holograms is the Rayleigh-Sommerfeld diffiaction fomiula: 

J_ 
a b(x.y) = —lJh(^,i])r(^,Tj)g(x,y,^.T})cose d^dr] (2) 

with 

and 

g(x.y,^,V) = ^^^^^-^ (3) 
P 

p = ^jd^+(^-x)^+(^^-y)^ . (4) 

Here h(^T]) is the recorded hologram, r(^ri) represents the reference wave field and k denotes the 
wave number. Due to the small angles between the hologram normal and the rays from the hologram 
to the image points, the obliquity factor cos 0 normally can be set cos 0 = 1. 

For a proper reconstruction according to Figure 2, the impulse response function g (x',y', ^', rj') 
has to be modified with respect to a conventional reconstruction. This is performed by applying a 
coordmate transformation defined by the angles of rotation 9 and (p: 

^'-x'=(^-x)cos((p) 

V'-y'= (1-y)- cos(e) + (^-x)- sin((p) ■ sin(e) (5) 

d'=d-(^-x)cos(e)sin((p) + (T]-y)-cos(e) 

If this transfomiation is appUed, the impulse response function contains spatial fiequencies which cannot 
be resolved by the given raster. This effect is generated by the additional (hnear) fectors in the 
transfomiation of the distance d. If this linear phase factor is neglected, the tilted plane can be 
reconstmcted. 

In the reconstruction algorithm this ti-ansformation can be performed to the pixel size of tiie CCD- 
target. This approach was tested using holograms of a USAF resolution chart. During data 
acquisition the CCD-target was tilted in order to fulfill tiie Scheimpflug condition. 

Figure 3. Numerical reconstruction using 
coordinate transformation. 

Note how in Figure 3 the horizontal as well as the vertical lines are in focus thus demonstrating tiie 
vahdity of tiie procedure. In tiie coordmate transformation a linear phase factor is neglected. This 
can lead to a systematic error in tiie resuh. Its influence as well as tiiat of tfie reconstiucted pixel size 
has to be investigated in tiie futiire. The transformation can be applied in tiie Fresnel as well as in 
the convolution approach but it is simpler in the latter, because tiie original pixel sizes are tiie same 
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in the hologram and the reconstruction plane. Data corresponding to a stream of monodisperse 
droplets collected with digital holography at the Scheimpflug angle is shown in Figure 4. 

h^j:-' 
^^>^^'"* r ' ." tvj^-, ;j,.5j   Figure 4. Particle images recorded under 
Js*/*!'.   .ii    'i*^?l^^   the Scheimpflug condition; camera tilted 

*S^i. * « ■*" '      * '*SH'T-    about vertical axis by 50" versus optical 
axis. 

r * 

It can clearly be seen how the particle images (dieir hexagonal shape comes from a variable iris) are 
now elongated in the x direction. The reconstruction of tiiese holograms has to account for the 
different effective pixel dimensions in JC and y direction, smce these introduce a pronounced 
astigmatism. A coordinate transformation is applied to rectify this effect; reconstructions with and 
without the correction can be seen in Figure 5. 

Figure 5. IMgital intenaty 
reconstructions from the hologram 
of Figure 6 at a distance of 123 cm 
from die CCD plane. Left: without 
correction (note the focus of 
vertical component). R^t: wifli 
correction. 

Without the correction, the vertical focus is at 12.3 cm and die horizontal focus at 31 cm from the 
CCD plane; with the correction applied, all the particles now come to a focus in the same plane. 

If the correction is omitted, the vertical compression of the particles can be advantageously used to 
eluninate vertical overlapping of particle unages, while the horizontal frmges are still present for 
evaluation. This has been achieved by Maeda, et al. (2000) with tiie use of a cylindrical leits; in the 
case of digital holography, no additional optical components are necessary. Besides exploiting the 
astigmatism, it is also possible to use a digital filtering technique to overcome the overlapping of 
particle images and background noise. 
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SUMMARY: We are conducting a comprehensive computational study of fuel droplet 
evaporation and combustion in sub- and super-critical ambient conditions under forced 
convection. An experimentally validated model for a moving spherical droplet that undergoes 
combustion has been developed. Multicomponent mass diffiision, which moved predictions 
closer to experimental data, and transient effects have been examined. With respect to high 
pressure and high temperature droplet vaporization, we have attempted to include deformation of 
a movmg droplet. Our previous axisymmetric code (in spherical coordinates) is not convenient to 
handle droplet deformation. We developed a new 2-D code in cylindrical coordinates for that 
purpose. At this point, the new code predicts results in agreement with experimental data (and 
with our previous code) when we turn off droplet deformation (low Weber numbers). 

TECHNICAL DISCUSSION: Two major aspects of droplet evaporation/combustion have been 
studied and are discussed below. 

I. Numerical Simulation of Droplet Combustion Under Forced Convection. Starting with our 
vaUdated axisymmetric quasi-steady code for the combustion of a moving droplet, we have made 
the following two major changes to the code: 

a) We have relaxed the assumption that all binary diffusion coefficients have the same 
value. The current code allows for different multicomponent difiiision coefficients. Preliminary 
results have only recently been obtained. 

b) We have relaxed the quasisteady assmnption. The current transient code can predict, 
for example, how a moving droplet with a wake flame configuration, transitions to a droplet 
surrounded by an envelope flame, as the droplet decelerates due to the drag it experiences. These 
two changes are presented in more detail below. 

a). Numerical Simulation of Droplet Combustion in a Forced Convection Environment; 
Multicomponent Diffusion Coefficients (with Dr. Daniel N. Pope). Over the past few years, a 
quasi-steady numerical model has been developed to investigate fiiel droplet combustion under 
forced convection in a low pressure zero-gravity environment [1]. The gas-phase solution was 
obtained using the axisymmetric equations of mass, species, momentum, and energy 
conservation in spherical coordinates. Droplet mtemal circulation was accounted for by solving 
the axisymmetric momentum equations for the liquid phase. The gas and liquid phase were 
solved iteratively and coupled via the interfacial conservation equations. A staggered grid was 
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adopted and the governing equations were discretized using the finite volume [2] and SMPLEC 
[3] methods. 

Two key assumptions used in the quasi-steady model were; (1) a one-step overall 
reaction was used to describe combustion, and (2) all binary difiusion coefficients were assumed 
to be equal. The values for the activation energy, and oxygen and fuel concentration exponents 
in the finite-rate kinetics were adopted from Westbrook and Dryer [4]. The pre-exponential 
factor was determined by comparison of numerical results with experimental data [5] for 
extinction velocity. For n-heptane, a pre-exponential factor three times that of Westbrook and 
Dryer [4] was selected. The assumption of a single binary diffusion coefficient (along with 
neglecting pressure and thermal diffusion) results in Pick's Law for the diffiision velocity of each 
species. The binary diffusion coefficient for the fiiel and oxidizer was used in the code and was 
evaluated as a function of the local temperature. Despite the use of these assumptions, the 
numerical predictions were in qualitative agreement with experimental results from the literature 
[1]. 

It has been shown that for quasi-one-dimensional diffusion flames, the structure and 
extinction of the flame depends on the different diffusional transport rates of fuel and oxidizer in 
the "inner" and "outer" flame zones [6]. A more accurate description of the diffusion velocity for 
each species is required to model this effect. The governing equation for the diffusion velocity of 
each species, assuming that pressure and thermal difiusion are negligible, is the Stefan-Maxwell 
equation. This equation, when written for each species, gives an equation set that is linearly 
dependent. To solve this problem, one of the equations in the equation set is replaced by the 
consframt equation I Yi Vi = 0, where Yi and Vi are the mass flection and diffiision velocity of 
the i species and the sum is taken over all species. The direct solution of the resulting set of 
equations at each grid point would be computationally prohibitive for the current axisymmetric 
(2-D) case. Simplified treatments [7-10] and approximations [11] have been proposed in the 
literature to reduce the computational requirements. A new method has been developed and 
incorporated in the quasi-steady code. This new method uses Pick's Law with a different 
multicomponent diffusion coefficient for each species (see method V in [9]) to define the 
diffusion part of the convection/diffusion flux in the finite volume form of the species 
conservation equations. The approximate difiusion velocity given by Pick's Law is then 
corrected to an exact value by iteratively solving (using Gauss-Seidel) the Stefan-Maxwell 
equations subject to the constraint equation. This approach gives an exact solution with much 
fewer mathematical operations than a direct solution would require. 

Initial testing of the quasi-steady code with multicomponent diffusion coefficients has 
been conducted using a one-step overall chemical reaction. As noted previously, the original 
code required a pre-exponential factor of three times that of Westbrook and Dryer [4] to match 
experimental data for the extinction of n-heptane droplets [5]. The new code, which uses a 
muhicomponent diffusion formulation, uses the same kinetics (including the pre-exponential 
factor) as Westbrook and Dryer [4] to match the experimental data [5]. Additional testing of the 
new code is currently being conducted. 

b). Numerical Model for Droplet Combustion in a Forced Convection Environment; 
Transient Effects (with Dr. Daniel N. Pope and graduate student Kun Lu) This part of our 
research has focused on the development of a numerical model to study the flame transition 
during fuel droplet combustion under forced convective environment. Based on our quasi-steady 
numerical model, which utilized staggered numerical grid and neglected heat transfer to droplet 
interior [1], a transient code has been developed to model droplet combustion in a forced 
convection, zero-gravity environment. A colocated numerical grid, one-step overall chemical 
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kinetics and a single diffusion coefficient to describe the mass diffusion were used in the 
transient model. 

The transient code was used to investigate combustion of n-heptane droplets in air at 
atmospheric pressure. The investigation included two scenarios: suspended droplet combustion 
with blowing air (which is to simulate droplet combustion experiments) and moving droplet 
combustion (which is more close to the conditions in practical combustion systems). The initial 
droplet diameter (Do = 0.5 mm) and initial droplet temperature (To = 297 K) were fixed, the 
ambient temperature (Tc„) and initial droplet velocity (Uo<.(0)) or "blowing" velocity (U„) were 
varied. Results have been obtained for suspended droplet combustion with initial Reynolds 
numbers of 10, 25, 50 and 100 at an ambient temperature of 1000 K. For moving droplet 
combustion, tests were conducted for Reynolds numbers of 10, 25, 50, 75, and 100 and ambient 
temperatures of Too = 800 K, 1000 K, and 1200 K (Re = 10,25 and 50). 

Numerical results indicate that at the same ambient temperature, the Reynolds number 
determines the flame configuration that forms during droplet ignition for both suspended and 
moving droplets. In both cases, an envelope flame was formed during droplet ignition for a low 
initial Reynolds number (such as Re = 10), and a wake flame was observed at higher Reynolds 
numbers (such as Re = 50). In the suspended droplet combustion case, the wake flame 
configuration was observed throughout the droplet hfetime, while for the moving droplet case, as 
the initial wake flame gradually approached the droplet, an envelope flame might eventually be 
formed due to deceleration of the droplet. Reynolds number not only determines the flame 
configuration, but also affects the initial flame location (ignition location). The results for 
moving droplet combustion indicated that both initial Reynolds number and ambient temperature 
affect tiie ignition location. A high initial Reynolds number tended to make the droplet ignite 
further away from the droplet in the downstream direction. For higher ambient temperatures, the 
flame tended to initiate at locations closer to the droplet. 

n.  Evaporation of a Deformable Fuel Droplet under a Forced Convective Environment 
(with Dr. Hongtao Zhang and graduate student Yuan Shi). Over the past few years, an 
evaporation model of a moving spherical droplet has been developed for high pressure and high 
temperature environments [12,13]. This model is only available at low Weber numbers {We < 1) 
due to the assumption that the fuel droplet is spherical. At intermediate Reynolds numbers the 
Weber number may be large enough to cause droplet deformation. A more complex evaporation 
model of a moving fiiel droplet which includes droplet deformation is needed for the detailed 
understanding of the dynamics and evaporation process of moving fuel droplets imder high 
pressure and high temperature environments. Our previous axisymmetric code (in spherical 
coordinates) is not convenient to handle droplet deformation. Over this past year we developed a 
new 2-D code in cylindrical coordinates to be able to handle droplet deformation. 

A non-orthogonal, algebraically generated grid system was chosen. This choice was 
motivated by computational economy because it simplified the task of repeated grid regeneration 
dictated by the constantly changing fi-ee surface shape. The non-orthogonal coordinates are 
defined with the Ti-coordinate direction following the radial lines and the ^-coordinate direction 
following the 'tangential' lines. In the liquid phase, all lines radiated fi-om a common origin at the 
midpoint of the original spherical droplet, and terminated at points distributed around the 
liquid/gas interface. In tiie gas phase the radial lines emerged from the same points that defined 
the termini of the liquid-grid radial lines at the liquid/gas interface, and extended to 
predetermined points along a fixed outer boimdary. The first section adjacent to the liquid/gas 
interface was made at ^y=0.01, and other each subsequent sections were increased by a fixed 
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flare rate k {Aj+i = k Aj) to yield the appropriate total radial line length so that it terminated at the 
desired far field boundary. 

The gas and liquid phase solutions are obtained by solving the axisymmetric unsteady 
equations of mass, species, momentum, and energy conservation in cylindrical coordinates, using 
a colocated grid. These equations are coupled via the conservation equations at the interface and 
are solved iteratively. Variable properties in the gas and liquid phase are calculated using 
appropriate high pressure correlations. The effect of gravity is neglected. The finite-volume [14] 
and SIMPLEC [15] methods are used to discretize the governing equations in the computational 
domain. Real gas effects are modeled using the Peng-Robinson equation of state with the 
appropriate binary interaction coefficient and transport and thermodynamic properties as 
recommended by Reid et al. [16]. 

At this point, the new code predicts results in agreement with experimental data (and with 
our previous code) when we "turn off' droplet deformation (low Weber numbers). Further 
debugging is needed to be able to handle droplet deformation which becomes important at higher 
Weber numbers. 
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SUMMARY/OVERVIEW: 

Particulate matter emission from Diesel engines can be considerable due to the 
predominance of the diffusion controlled combustion phase. These soot particles have a much 
stronger thermal signature compared to gas phase products and the temporal behavior of this 
signature is a function of the morphology of the soot. It is, therefore, important to understand, 
and eventually control, not only tiie soot volume fraction of the particulate matter but also its 
morphology. The goal of this research project is to measure the morphology of soot formed in 
unsteady diffusion flames non-intrusively to gain understanding of the processes dictating its 
formation and morphology. 

TECHNICAL DISCUSSION 

Thermophoretic sampling has been used to examine the morphology of soot in laminar 
co-flow ethylene-air diffusion flames [1-4]. This intrusive technique may not be suitable to 
unsteady or turbulent flames and the ability to measure the morphology of soot non-intrusively is 
highly desirable. Most non-intrusive techniques rely on laser scattering and extinction 
measurements, LII, or a combination of both. LII has been shown to be successful at spatially 
and temporally resolved soot volume fraction measurements, but is very limited in its ability to 
resolve morphology. Measurements of scattering and extinction in diffusion flames in a variety 
of combustion systems can be found in [5-8]. 

Even though a primary soot spherule is on the order of 30-50 imi in diameter, well within 
the Rayleigh regime, the scattering intensity from soot is observed to be highly dependant on the 
scattering angle, making simple Rayleigh theory unusable. The agglomerated particle may be 
two orders of magnitude larger in size (in at least one dimension), and thus fitting within the Mie 
regime. SEM/TEM images of the soot agglomerates show them to have a fractal like structure. 
Rayleigh-Debye-Gans / polydisperse fractal aggregate (RDG/PFA) theory has been shown to 
accurately predict the angular dependence on the laser scattering. This technique has been used 
to successflilly measure morphology m simple laminar and turbulent axisymmetric diffusion 
flames by Koylu [8]. 
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However, in spite of the considerable amount of research that has been done, there is a 
limited amount of soot morphology data in diffusion flames generated using this technique 
available in the literature. The data that does exist is primarily at 45-75% of the flame height in 
axisymmetric flames. At this flame location, good agreement has been shown with this 
technique and intrusive sampling and subsequent SEM/TEM imaging. To determine all six 
morphological parameters, a large number of scattering measurements at different angles (~>10) 
must be taken. The interpretation of the data is not straightforward; the data reduction process 
involves several assumptions that strongly influence the results, especially in regions where soot 
concentration is low. 

Although many-angle scattering is a more precise and comprehensive approach, it is 
difficult to apply to transient or turbulent flames. If the fiactal nature of the soot and the 
distribution of spherules per agglomerate is assumed to be knovm, the number of measurements 
can be reduced to three; an extinction measurement and scattering measurements at two different 
angles. The most restrictive assumption is that the fractal dunension, Df, is constant. This 
approximate approach has achieved some success, as presented by Koylu [9] and De Luliis [10]. 
The data presented is very limited, however. One of the goals of this research is to determine the 
range of applicability of this approximate approach. 

One of the primary objectives of this research is to measure soot morphology in an 
unsteady counterflow diffusion flame burner as a function of initial strain rate and imposed 
oscillation frequency and amplitude. LIT measurements in this flame have shown very large 
fluctuations in the soot volume fraction throughout the oscillation for some operating conditions, 
and relative insensitivity at other operating conditions. The unsteady CFDF is described in detail 
in DeCroix and Roberts [11], along with soot volume fraction results obtained via LII at various 
initial strain rates and imposed oscillations for propane-air flames. 

The typical experimental apparatus required for soot morphology measurements at a 
pomt is relatively sunple: an argon ion laser is focused to a point inside the flame; extinction 
measurements are made using a photodiode and scattering measured with a PMT. The 
scattering/extinction system is calibrated using Rayleigh scattering from nitrogen. Figure 1 
shows the measured soot volume fraction and calculated fractal dimension as a ftmction of height 
using this RDG/PFA technique in an ethylene air co-flow flame. This data is taken along the 
centerline of the flames. As seen in this figure, the soot volume fi^ction is reasonably large from 
about 45% to 75% of the flame height. This is the region of the flame where the majority of 
experimental data is available in the literature. Although there is considerable disagreement on 
the exact value of the fractal dimension, the range of Df for soot generated in these laminar 
diffusion flames is 1.6 to about 1.8 in the region of maximum soot volume fraction. As seen in 
this figure, the measured Df agrees with these accepted values only over a narrow range. The 
reason the measurement fails is most likely due to a combination of factors, including very 
limited agglomeration of sphemles low in the flame, and large measurement error due to the low 
soot volimie fraction. 

It is important to understand where in the flame the fractal dimension is known and 
constant because one of the assumptions m reducing the many-angle requirement to a two-angle 
approach is knowledge of this parameter. In the laminar co-flow flame, the region of 
applicability is relatively easy to define, but in the counterflow geometry and turbulent flames in 
general, this will not be as straightforward. In the unsteady counterflow flame, it may be 
especially problematic. Current work is aimed at understanding the applicability of the two- 
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angle soot morphology approach to flame geometries other than the co-flow flame, and within 
the co-flow flame at other flame locations. 

To extend the RDG/PFA method from a point measurement to a planar measurement, and 
thus making it more applicable to transient and turbulent flames, a number of changes to the 
optical set up are required. To generate sufficient scattering intensity in a plan, the argon ion 
laser is replaced with a NdrYAG, and the PMT is replaced with a pair of ICCD cameras, and the 
photo diode is replaced with a video camera; the optical layout is shown in Fig. 2. To avoid laser 
induced incandescence, the Nd:YAG is run in long pulse mode, with a pulse length of 
approximately 400 |xs. The absence of incandescence interference has been verified 
experimentally. Algorithms to analyze the scattering images and interpret soot morphology are 
currently being developed. 
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Figure 1. Soot volume fraction (from extinction measurements) and fractal 
dimension, Df, (from multi-angle scattering and RDG/PFA analysis) as a ftmction 
of flame height in an ethylene-air laminar co-flow diffusion flame as derived. 
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Figure 2. Optical layout for 2-D RDG/PFA soot morphology measurements. 
Nd:YAG is run in long pulse mode to avoid laser induced incandescence. 
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SUMMARY/OVERVIEW: 
This program is intended to address current and fiiture powertrain issues of mterest to the 

Army and its suppliers. The focus of the program is on diesel engine powertrain power density, 
performance, fuel economy, and related emissions and control issues. A goal of the work is to 
provide fimdamental research results that will allow future Army vehicles to have a smaller size 
powertrain with increased power, reduced fuel consumption, minimal emission signature, and 
increased reliability and durability. 

TECHNICAL DISCUSSION 
The specific goals of this program are to: develop and apply the means to measure 

transient engine characteristics with an emphasis on high power density engine configurations; 
develop research-based modeling of combustion process and overall powertrain system behavior 
so these models can be apphed to future engine design and operation; and explore the 
fundamental relationships among engine performance (power, bsfc), emission quantity (g/kw- 
hr), and detailed emission characteristics (e.g. particulate size distribution). 

This program is a joint effort among tiie UW-Madison Engine Research Center, the UW- 
Madison Powertrain Control Research Lab (PCRL), UW-Madison Civil Engineering and the 
State of Wisconsin Hygiene Laboratory, Michigan Technological University (MTU), and the 
University of Minnesota (UMiim). 

Due to the limited space in this abstract, outlines of some of the projects in this program 
will be given. 

Transient Spray Measurements 
This project is aimed at developing and applying a method for making transient 

measurements of engine performance, primarily for smaller displacement high-speed diesel 
engines. Future Army powertrains may employ smaller displacement, higher speed engines 
which can provide higher power density output for smaller and lighter future vehicles, with a 
potential for improved fuel economy as well. 

Under development at the University of Wisconsin are a high bandwidth hydrostatic 
engine dynamometer, high data rate diagnostics, and a format for evaluating engine control 
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inputs in light of real-time engine data. At MTU, the focus is on developing piston measurement 
systems that can accurately describe the state of the piton, which is often a limit in pushing 
towards higher power density. 

In preparation for transient engine experiments, a series of experiments were performed 
in spray chamber tests of fiael sprays using PIV looking at entrained gas velocities [1] (see fig. 1) 
and Exciplex fluorescence [2] to measure vapor phase equivalence ratio and temperatures as seen 
m fig. 2. In-cylinder measurements will use somewhat simpler optical techniques, including 
visible light photography and infra-red imaging. The results shown in figs. 1 and 2 and the 
publications that describe them provide some evidence of the extent of the liquid and vapor 
phases of a high-pressure fiiel spray in a high temperature environment. 

Figure 1. PIV measurements of air entraiiunent ^-.^^^ j. Equivalence and temperature 

measurements, 1300 (IS ASOI, lOOOK 
Engine Simulation and Powertrain Modeling and Emissions Predictions: 

The goals of this part of the program include development of new models for better 
prediction of engine behavior, improving the speed and usability of the current KIVA code, 
investigating optimization strategies, and developing ways to evaluate the robustness of 
simulation codes. To illustrate some of the progress in these areas, two projects are briefly 
described below. 

"Chamber Geometry Parameterization and Automated KIVA Grid Generation for Optimization" 
by David Wickman and Rolf Reitz 

A flexible 6-parameter combustion chamber geometry parameterization and automated 
KTVA grid generation technique has been developed. The goal of this grid generation technique 
is to have the flexibility to create a very large range of bowl shapes and sizes, using a minimum 
number of parameters, while retaining very similar grid resolution and structure. The grid quality 
and resolution are preserved by using a novel blocking structure in the bowl region, where each 
vertical column of cells is a block. An initial optimization has been started using the KTVA-GA 
code. The measure of design fitness was based on NOx, particulate matter, CO, and unbumed 
HC emissions, and BSFC. Results of the optimization are shown in fig. 3, which presents the 
maximum merit function curve. 

Figure 3 and 4 present soot vs. NOx+HC and BSFC vs. NOx+HC, respectively, for many 
of the simulation cases performed in the optimization. Also shown in the figures are target value 
boxes representing the mandated emissions and target fuel consumption levels for this class of 
engines. 
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"Large Eddy Simulation for Diesel Engine Simulations" by Sergei Chumakov and Christopher 
Rutland 

A new class of LES subgrid models based on the Dynamic Structure (DS) approach are 
being developed for use in diesel engine CFD simulations. The DS approach was developed at 
the ERC (Pomraning and Rutland, 2002) and shows excellent potential for LES simulations in 
complex flows. Ciurent efforts are focused on scalar modeling. In this context, the DS approach 
uses a vector model coefficient and a scaling term based on a sub-grid mixing term. The vector 
coefficient is obtained from the dynamic approach. The sub-grid mixing term is based on the 
sub-grid scalar variance and is obtained from a transport equation. 

Figure 3: Maximum merit ftinction 
curve for tiiie small-bore engine 
optimization study. Also shown are 
the chamber geometries and spray 
angle corresponding to the major 
merit value changes. 
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Within the DS approach, the primary modeling closures required for scalars are the scalar 
flux m the mean equation and the scalar dissipation, in the sub-grid transport equation. Figure 6 
shows the overall scalar field in both a DNS and the corresponding LES simulation. The 
excellent agreement extends to growth rates of the scalar field, profiles of the mean scalar, and 
downstream self-similarity of the mean scalar profile. 
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Figure 6: Scalar field in a mixing layer. DNS on left and LES on right. Growth rates and mean profiles of the scalar 
field show excellent agreement (inlet Re = 200 based on vorticity thickness). 

Detailed Chemical Characterization of Diesel Engine Exhaust: 
This task has three objectives: development of methods that integrate advanced air 

pollution sampling and analysis techniques with state of the art engine research facilities; 
investigate the effects of changes in engine design and operating conditions, lubricants and fiiels 
on the physical and chemical properties of emissions; use these data to gain an enhanced 
understanding of the phenomena that limit engine performance through constraints on operating 
in order to meet emission regulations. 

Samples of results to date are shown in figs. 7 and 8. Figure 7 shows emission results for 
each of 8 speed/load operating modes for a single-cylinder version of a Cummms N14 DI diesel 
engine operating on standard (350 ppm sulfur) fuel. Figure 8 shows particulate size distributions 
for each of the 8 mode from a scanning particle mobility analyzer. 
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Figure 7: Emissions results for 8 mode tests on 
Cummins N14 engine. 
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Figure 8: Particulate size for 8 mode tests on 
Cummins N14 engine 
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SUMMARY/OVERVIEW 

Our investigation of an aerated liquid injected into a high-speed cross-flow contmues. In the 
context of a hydrocarbon fuelled scramjet the fuel is used to keep the propulsion system m 
thermal equilibrium. Over the Mach 4 to 8 speed range the fuel changes phase and composition, 
prior to injection into the combustor. During engine start the fuel will be a liquid and the internal 
airflow will be at Mach 2. Rapid distribution of the fuel within the high-speed engine akflow, 
and rapid atomization of the liquid are critical for successful ignition. Aerating the liquid has 
been useful in increasing Uquid momentum flux, resulting in greater penetration of the high- 
speed core flow from a flush-wall injector. As expected the aeration also accelerates the 
atomization of the liquid. Our understanding of the relevant break-up processes and the near 
field characteristics of the spray plume remain qualitative. Recent studies have focused on the 
flows within the injector, as the two-phase mjectant is established, on the penetration of the 
aerated liquid into the cross-flow, and on the far field characteristics of the resulting fuel plimie. 
These aspects are the focus of this discussion. 

TECHNICAL DISCUSSION 

We postulated that under certain conditions the mixed flow through a fuel injector is 
characterized by a central flow of gas surrounded by a co-flowing liquid sheath. As the gas- 
liquid ratio is increased the liquid sheath thins and accelerates at constant liquid flow. The 
resultant hollow, liquid tube has a correspondingly higher momentum and penetrates further into 
the high-speed cross-flow. This heuristic model of the injection process has been confirmed by 
images extracted from a transparent injector^ designed to evaluate the critical features of the 
aerated liquid injector. Figure 1(a) depicts the process; Figure 1(b) is a schematic of the 
transparent injector used to study the internal flow. The injector is modular, permitting changes 
m the method by which air is added to the liquid, the stand-off distance between aeratmg tube 
and the nozzle contraction, the mjector length to "diameter", and the conti-action angle. The 
nozzle cross-section at the exit plane is square, sized to approximate an axi-symmetric mjector. 
This constraint forces the gas-liquid mixing section and transition contraction to be rectangular 
in cross-section. This compromise in geometry has not posed a problem. 
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Air, M>1 

Figure 1 Aerated liquid injection (a) Concept; (b) Transparent Injector 

In work reported two years ago in this forum we observed that at low 
gas loadings the two-phase flow was unsteady, oscillating between 
pure liquid mjection and full, aerated injection. Above some critical 
value of gas loading the injector steadied into the full, aerated liquid 
mode. The injector nozzle had a length to discharge diameter of 2.4. 
The split image in Figure 2 illustrates this situation. Each image pah- is 
of the same event. With the high magnification two separate images 
are required to capture the mixing chamber, the full injector length of 
20 L/d, and the exit plane. The image pairs are of identical geometries 
and liquid flow rates, differing only in the gas-liquid ratio. The upper 
images capture approximately the first 2.5 L/d's of the nozzle. At 
lower gas-liquid loading the gas bubbles begin to coalesce, but large 
volumes of gas remain separated in the nozzle passage. If the 
discharge plane is located at this short L/d, the resulting spray is 
imsteady, alternating between pure liquid and aerated. As the gas 
loading is increased the gas bubbles completely coalesce within a short 
distance. The two-phase mixture begins to look like a continuous 
gaseous core surrounded by a thiiming liquid sheath. Given additional 
length between the mixing chamber and discharge plane, even a 
mixture v^ath low gas-liquid loading will transition to a co-armular 
flow. The fiill length of the nozzle in these images is 20 nozzle 
diameters. Our axi-symmetric nozzles with L/d of 20 exhibit only 
mono-modal behavior at all gas-liquid loadings. 

While enhanced atomization is a prime motivator for this effort, the 
distribution of liquid into the high-speed cross-flow is of equal 
importance. To date quantitation of the spray has been limited to 
the post-secondary break-up regime. Single component, phase 
Doppler particle analyzer measurements are taken typically 100 
injector diameters downstream^'^. We have also used this 
technique to revisit the penetration height of an aerated spray in 
cross-flows. Consistent with many past studies on pure liquid 
injectors we have measured spray height through shadow 
photography, using light transmittance through the spray as a discriminator of the spray 
boundary. We've also measured penetration height with the phase Doppler instrument, defining 

Figure 2 Photographs of 
the internal structures of 
aerated-liquid jets. 
Discharge: 2x2 mm; 
nozzle length: 40 mm; 
liquid flow rate: 0.38 
l/min;GLR = 0.32%(lef^) 
and 1.24% (right). 
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the boundary when the measured liquid volume flux falls below 0.01 cc/s/cm2. Correlations for 
penetration height for the two measurement approaches are 

From shadowgraph images, 

(h - ho)/do = 0.59 qo'-'' (x/dof' (GLR)°-^^ M""'^^ 

And, from phase Doppler measurements. 

(1) 

0.39 vO.46 > ;r-0.64 (h - ho)/do = 0.9 qo"^' (x/do)"-"" (GLR)" '*" M (2) 

Where h is the height from the injection plane; d is the injector orifice diameter; q is the jet-to- 
free sfream momentum flux ratio; x is the axial distance downstream of the injector; GLR is the 
gas-liquid mass ratio; and, M is the free stream Mach number. The subscript "0" refers to the 
non-aerated case. 

x/do-tOO x/do-200 
so 

46 

40 

30 
o 

««. 25 
N 

20 

IS 

10 

49 
x/do-100 x/e|o-200 R.UXx1|f 

(ccteftan ) 

50 

45 

40 

35 

30 
o 

225 
N 

20 

15 

10 

■■'■'■■■'■■ Mil*''''''  '■'■■■'■'■' 

-25    -20   -15    -10     -5       0       5 

y/do 
10     15     20     25 -25    -20    -15    -10    -5      0       5 

y/do 
10     15     20    25 

(a) GLR = 0% (b) GLR = 4% 

Figure 3 Liquid volume flux. Injectant: water, do = 1.0 mm, L/do = 20, M = 0.3, qo = 0.3 

At positions x/do = 100 and 200, Figure 3 depicts the measured volume flow of liquid spray 
plumes from an injector with no aeration and 4% aerating gas. The cross-flow is at M = 0.3. It 
is apparent that aeration dramatically improves penetration of the spray and transverse spreading 
of the plimie. This is consistent with the lower mean droplet size of the aerated plume relative to 
that of the pure liquid, with smaller droplets more quickly accelerating to the surrounding gas 
velocity. Perhaps a more interesting feature is the comparison of spray penetration heights for an 
aerated spray at nearly the same flow conditions as those of Figure 3. In Figure 4 the penetration 
into the Mach 0.3 flow is assessed by shadow photography and by the phase Doppler techniques. 
The imaging approach is more sensitive to number density than to droplet size, missmg larger 
droplets in the spray perimeter. The difference in the two techniques is 20% of the spray 
volume, with a measured height difference of over 40%. 
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Preliminary conclusions of the recent 
work on aerated injection in high- 
speed cross-flows are: 

(1) Behavior of the aerated liquid 
is a strong fiinction of the 
structure of the two-phase 
flow within the discharge 
passage. 

(2) Steady, aerated behavior can 
be obtained with sufficient 
nozzle L/d or with high gas- 
liquid ratio 

(3) Aerating the liquid increases 
spray penetration, the rate of 
atomization, and the transverse 
dispersion of the liquid. 

(4) Image-based measurements 
under-predict the spray 
penetration 
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Figure 4 Spray penetration height 
correlations using shadow graphs and 
phase Doppler measurements. 
Injectant: water, do = 1.0 mm,, qo = 5, 
GLR = 4%, M = 0.3 

tend to 

Quantitation of the near-spray region continues with a focus on both holographic imaging and 
simulation. 
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SUMMARY/OVERVIEW: 

The objective of this study is the fundamental understanding of fuel disintegration and mixing in 
a supercritical environment (relative to the fuel) in order to determine parameter regimes 
advantageous to mixing. The approach is based on developing a model of a supercritical, 
turbulent jet mixing with surrounding fluid. The method is one that combines the modeling of 
supercritical fluids with a systematic development based on the Large Eddy Simulation (LES) 
approach. This systematic development includes a consistent protocol based upon Direct 
Numerical Simulations (DNS) for developing a Subgrid Scale Model (SGS) appropriate to 
supercritical fluids, rattier than choosing in an ad hoc manner an existing SGS model developed 
under assumptions inconsistent with supercritical fluid behavior. This SGS model will be used in 
the LES of a supercritical turbulent jet. 

TECHNICAL DISCUSSION 

During the current year our activities focused on several aspects of supercritical mixing layers for 
the purpose of understanding the physics as a precursor to further Subgrid Scale modelmg. 

(i) A linear inviscid stability analysis for real gas was conducted with the goal of finding 
other forcing wavelengths that perhaps promote quicker transition, therefore minimizing 
computational costs. The results of the stability analysis and the ensuing simulations were 
documented in Okong'o and Bellan, 2001. Two-dimensional (2D) stability results showed that 
the imstable growth rates for the compressible flow are smaller at all wavenumbers than the 
equivalent growth rates found from an incompressible analysis; also, the most unstable 
wavelengths occurred at smaller wavenumbers with increasing density stratification. 2D mixing 
layer simulations showed that at the same initial mean flow conditions the solution is virtually 
independent of the excitation wavelength. This observation raised the alluring prospect of finding 
the shortest streamwise compressible imstable wavelength at which roUup and pairing could be 
obtained in three-dimensional (3D) simulations; for such a wavelength, the size of the domain 
could be reduced (since it is four times the perturbation wavelength) leading to a reduced number 
of grid points for the same resolution. However, in contrast with the 2D problem where for each 
wavelength there is a single eigenvalue (i.e. propagation speed), in 3D it was found that 
additional to the wavelength of the perturbation, the angle of the wave direction in the 
streamwise-spanwise plane must be specified as well. To minimize the wavelength of the 
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spanwise perturbation, it was shown that one must maximize the angle representing the direction 
of the perturbation. For the purpose of applications to 3D flow simulations, this implies that 
shorter wavelengths in the streamwise direction are counter balanced by the need to use a longer 
wavelength in the spanwise direction. Therefore, to avoid enlarging the spanwise domain size, 
the heuristic approach of using non-eigenfimction perturbations was adopted and simulations 
conducted for five shear layer were compared; for each of these simulations the streamwise 
domain size was four times the perturbation wavelength and the calculation was initiated with 
four vortices leading after two pairings to an ultimate vortex. Among these five simulations, two 
layers (differing by the value of the initial Reynolds number) were excited with the 
incompressible most unstable wavelength. The third and fourth layers (differing by the value of 
the initial Reynolds number) were excited with the shortest compressible unstable wavelength 
from the 2D stability analysis and the same amplitudes as the first two layers. The fifth layer was 
excited with the shortest compressible unstable wavelength from the two-dimensional stability 
analysis and a larger amplitude of the 3D excitation. Examination of the momentum thickness, 
the product thickness, the positive spanwise vorticity, the enstrophy and the momentum- 
thickness-based Reynolds number, Rcm, showed that only three of these five layers achieved 
transition, and the expectation of reduced CPU time for the layer perturbed with the shortest 
compressible imstable wavelength did not materialize. Global evolution and contour plots 
showed that the inability of transition achievement by two of the layers perturbed with the 
shortest compressible unstable wavelength is due either to the inability of the formed small scales 
to produce substantial vorticity or to the early formation of small scales and vorticity production 
which destroy the coherence of the ultimate vortex preventing its growth and initiating its decay. 

Transitional states obtained with different perturbation wavelengths had different global 
and detailed characteristics, and therefore such simulations were recommended for enlarging the 
database necessary to extract turbulence models utilizable in the mathematical description of 
turbulent spatial flows. 

(ii) To determine the influence of the perturbation wavelength on the transitional state 
characteristics, comparisons of the HDGM regions composition was performed for two 
transitional states described in (i) above. The results were reported m Okong'o and Bellan, 
2002a, 2002b. The mass fraction of the heavy species in the HDGM region seems independent 
on the perturbation wavelength indicating that this feature might persists for spatial mixing 
layers. Additionally, for all layers it was found that the assumed-PDF representation of 
supercritical turbulence by Gaussian or K-density functions is inappropriate. Moreover, to 
determine the influence of the identity binary species pair on the results, comparisons were also 
performed between this C7H16/N2 system and results from similar simulations performed for the 
O2/H2 system. The conclusion is that the qualitative aspect of the results is maintained 
independent of the identity of the binary species system, but that the quantitative features (with 
the exception of the mass fraction composition of the HDGM regions) are subject to change. This 
finding is consistent with the dissipation being dominated by mass flux effects, which are species 
dependent. 

(iii) Area production in supercritical turbulent fluids was investigated as related to fluid 
disintegration and the results will be documented in Okong'o and Bellan, 2002c. The interest was 
in examining production in a coordinate system attached to fronts moving with the relative 
velocity between the front and the flow. A database of turbulent transitional states obtamed from 
Direct Numerical Simulation of supercritical mixing layers encompassing two binary-species 
systems, and two wavelength initial perturbations for each species system was interrogated. The 
results showed that while locally area may be created or destroyed, on average area is always 
created. Moreover, area creation is larger in the lighter fluid region (see Table 1 and Fig. 1); a 
smaller initial density stratification yields a larger area production (see Table 1 and Fig. 1); the 
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area creation is uncorrelated with the momentum thickness based Reynolds number at the 
transitional state (see Table 1 and Fig. 1); and smaller wavelength initial perturbations lead to 
enlarged area creation (see Table 1 and Fig. 1). This last observation represents an initial step 
towards the control of area production. The preponderant influence of the stram related term 
motivated the development of the conservation equation for the strain-rate/conserved-scalar- 
gradient tensorial product, and the examination of its budget. For all layers, strain and convection 
effects lead to production of area, whereas rotational and species mass flux effects destroy it; 
while viscous effects are negligible, pressure gradient effects can either produce or destroy area. 
Strong pressure-gradient-related RMS were found for the species-system that shows considerable 
departures from perfect gas and ideal mixture behavior, and were shown to be the manifestation 
of the strong pressure/density coupling through the equation of state. The findings regarding the 
manifestations of mixture non-ideality and pressure-to-density coupling in determining the area 
production highlight the importance of real gas thermodynamics in the modeling of supercritical 
turbulent reactive/non-reactive flows. 

(iv) Turbulence aspects of two different binary-species systems were compared and 
documented in Bellan et al. 2002. The density gradient magnitude non-dimensionalized by the 
initial value based on conditions at the boundary between the two species revealed that regions of 
high density-gradient magnitude are stronger but narrower for C7H16/N2 than for O2/H2 at 
transition. This was attributed to the reduced solubility and to the mixture non-ideality when 
compared to the O2/H2 system. Since a sharp density stratification is very effective at damping 
turbulent eddies, we have identified thermodynamic processes (i.e. solubility and mixture 
ideaUty) that affect turbulent development. Confirmation of the importance of thermodynamic 
processes in supercritical turbulence came from inspection of the irreversible entropy production 
(i.e. the dissipation) for the two binary species systems; we previously showed that the locations 
of maximum dissipation occur within the high density-gradient magnitude regions. The 
maximum dissipation level is larger for the O2/H2 layer consistent wifli the lower turbulence 
levels detected from the global analysis, this being attributed to the wider regions of high density- 
gradient magnitude. However, the largest dissipation is located for the O2/H2 layer within regions 
originatmg from the distortion of the original density stratification boundary, and for the 
C7H16/N2 layer within regions created through mixmg. This difference is traced to the larger 
solubility and the near mixture-ideality of the O2/H2 that creates relatively weak high density- 
gradient magnitude regions through mixing, and therefore these regions induce a relatively weak 
dissipation. 
1. Okong'o, N. and Bellan, J., Direct Numerical Simulation of a transitional supercritical mixing 
layer: heptane and nitrogen, in press in the Journal of Fluid Mechanics, 2002a 
2. Okong'o, N. and Bellan, J., Temporal linear stability analysis and numerical simulations of real 
gas two- and three-dimensional mixing layers, submitted for publication to Physics of Fluids, 
2001 
3. Okong'o, N. and Bellan, J., Characteristics of Supercritical Transitional Temporal Mixing 
Layers, Proceedings lUTAM Symposium on Turbulent Mixing and Combustion, Kingston, 
Canada, June 3-6 2001, Pollard and Candel (eds), Kluwer Academic Publ., Dortrecht, 2002b 
4. Okong'o, N. and Bellan, J., Area production in supercritical, transitional mixing layers, to be 
submitted for publication, 2002c 
5. Bellan, J., Okong'o, N. and Harstad, K., Aspects of supercritical turbulence: Direct Numerical 
Simulation of 02/H2 and C7H16/N2 temporal mixing layers, presented at the JANNAF Meeting, 
April 8-12, Destin, Florida, 2002 

Case label Heavier/Lighter Fluid qi/N^o Amplitude F3D Specified Reo Resulting Re„ 
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HN500 C^U,^2 7.29 0.05 500 1250 

HN800 C7H,</N2 4.57 0.05 800 1256 

OH550 O2/H2 10.35 0.025 550 1513 

OH750 O2/H2 7.29 0.05 750 1507 

Table 1. Initial conditions of the simulations and value of the momentum-thickness-based Reynolds 
number, Re„, at transition. In all simulations Mc,o = 0.4, SB^O = 6.859x10"' m and ¥20 = 0.1. For the 
CTHIS/NJ layers, pj/p, = 12.88, p^ = 2.22 (po = 60atm), T2 = 600K, T, = lOOOK and ((p2U2)/(p,U,)) = 
5.277; for the O2/H2 layers, p2/pi = 24.40, p^ = 2.01 (po = lOOatm), T2 = 400K, T, = 600K and 
((p2U2)/(PiU,))= 5.001. 
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Figure 1. (l/A)(dA/dt) in a coordinate system attached to fronts moving with the relative 
velocity between the front and the flow; (a) average and (b) RMS, both calculated in (x,,!,) 
homogeneous planes for aU layers listed in Table 1: HN500 ( ), HN800 ( ), OH750 (- T - T 
—), OH550 (— XX — TT —). Xi, X2 and X3 are the streamwise, cross-stream and spanwise coordinates. 

56 



NONLINEAR DISTORTION AND DISINTEGRATION 
OF CONICAL LIQUID SHEETS AT HIGH PRESSURE 

ARC Grant/Contract No. DAAD19-99-1-0204 

PRINCIPAL INVESTIGATOR: 

W.A. Sirignano 

Department of Mechanical and Aerospace Engineering 
University of California 

Irvine, CA 92697 

SUMMARY/OVERVIEW: 
Previous studies of planar liquid sheets have been extended to the analysis of liquid films discharging from 

a two-dimensional twin-fluid atomizer. Sinuous (anti-symmetric) and dilational (symmetric) film distortion 
have been analyzed and evaluated. Furthermore, an analysis of the dynamic stretching of a two-dunensional 
Uquid film has been conducted in order to better understand the process of fihn rupture due to the effects 
of inertia, surface tension, viscosity and long range intermolecular forces. Finally, a Unear analysis of three- 
dimensionaUy distorting swirling annular hquid films has been performed in order to provide guidance for 
the studies of nonlinearly distorting swirling annular and conical sheets with three-dimensional disturbances. 
Comparison between linear and nonlinear results for the annular case quantifies the influence of nonlinear 
effects on film distortion and film breakup. 

AUTHORS W.A. Sirignano C. Mehring 

TECHNICAL DISCUSSION 

Planar Liquid Film Discharging From Twin-Fluid Atomizer 

A thin Uquid film is injected from a two-dimensional slit-nozzle located in the symmetry plane of a two- 
dunensional twin-fiuid atomizer. See Fig.l. The Uquid film is impacted on both sides by gas-jets discharging 
from two inlet ports angled with respect to the film discharge plane at an angle a. Both hquid fihn and 
gas streams are injected into a two-dimensional channel. For the analysis, the coordinate system is fixed 
to the nozzle exit with the y-axis located within the film discharge plane and the i-axis coinciding with 
the symmetry plane of the atomizer. For the spatially developing semi-infinite Uquid film, capiUary waves 
generated by the impacting gas jet do not reach the outflow boimdary of the computational domam durmg 
the computation. 

The specification of Uquid-phase boundary conditions at the nozzle exit follows previous work by the 
authors [1]. Gas-phase velocity components normal to soUd-walls have been set to zero; Parallel outflow 
conditions have been specified within the gas-phase. Gas-jet injection at the two gas-jet inlet ports has been 
specified, in general, according to Ug,i,2{t) = Yln=o "3;0 shi^ [^(4; ' (2" + "9:1,2))] for (2n -1- nfl;i,2) < ^ < 
(2n + l + nfl;i,2) and «s;i,2(*) = 0 otherwise. This pulsing sequence, i.e. one gas pulse of time period Tp 
foflowed by a 'resting-period' Tp without gas flow is subsequently described as the base-case pulsation. Here 
Tp denotes the pulse period and subscripts 1 and 2 refer to the lower and upper gas jets, respectively. A 
gas-jet pulse of period Tp at either inlet ports is foUowed by an equal-time period where there is no pulse for 
that particular port. Parameters ne^ifi describe any time delay or phase-shift m the pulsing of the gas jets 
at the lower (1) and upper (2) mjection ports. In this analysis ng-i = 0 always, whereas ne;2 ranged from 
0 to 1. Note that gas jet pulsation with ne,i = ne,2 = 0 will always result in dilational film deformation 
whereas n^,! = 0 and ngfi = 1 will generate initially (predominantly) sinuous film distortions. 

After n'ondimensionalization [2] the following (nondimensional) flow parameters have to be considered: 
(1) The ratio of maximum gas jet momentum to Uquid film momentum M = Pgulos/ipiufh), (2) the 
nondimensional square of the film injection velocity or liquid-phase Weber number We/ = piufh/cr, (3) the 
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gas-to-liquid density ratio p^/p;, and three geometric parameters, i.e. the gas jet injection angle a, as well as 
s/h and H/h denoting the ratios of gas-jet inlet port width or discharge channel width to the thickness of the 
undisturbed Uquid film, respectively. Here, the parameters M and a have been replaced by Af|| = Af COSQ 

and MjL = M sin a representing the maximum values of the gas jet components parallel and perpendicular 
to the undisturbed hquid film. The former is relevant for the initial generation of film disturbances, while 
the latter can cause amplification of an existing disturbance through Kelvin-Helmholtz wave growth. 

Fig. 2 shows a sinusoidally distorting liquid film subject to the forcing conditions (described earlier) 
imposed onto the gas jet inlet velocities Ug-i and Ug.2- Plug flow has been assumed at both gas jet outlets. 
Here, both lower and upper gas jet pulsations are out-of phase so that ne,i = 0 and ne,2 = 1, the base- 
case pulsation. Parameters for this base case are M|| = Mj. = 1, p = pgfpi = 0.0012, We/ = 10 and 
sih = H/h = 10. For this case, fiJm rupture is predicted after approximately t' = 16 at a location of 
x/h « 45. For the similar case but dilationally gas-jet pulsing, i.e. n^.i = 09,2 = 0, the energy provided by 
the impacting gas jets and base-case pulsation is insufficient to break the film, the latter being stabilized 
by surface tension. This stabilizing effect is overcome if the energy flux imposed onto the fihn by the gas 
jets is increased. In Fig. 3 the gas jet pulses of period Tp follow immediately upon each other without a 
'resting-period' resulting in film rupture at x/h = 106.5 after t* = 25. 

At constant gas-to-liquid jet momentum ratio, higher ambient pressure conditions, i.e. higher gas-to- 
liquid density ratios, will affect film distortion and disintegration only through changes in the fihn dynamics 
or interface dynamics via the unsteady Bernoulli equation. The latter determines the gas pressure at the 
interfaces In dependence on the instantaneous gas-phase velocity potential. If the ambient pressure or gas- 
to-Uquid density ratio is increased while keeping the gas- and liquid-phase velocities constant, fihn distortion 
is determined by the described mterface dynamics durectly but also indirectly through the changed gas-phase 
momentum uiflux which will affect the force balance at the interfaces. Fig. 4 shows the same case as in 
Fig. 2 at an earlier time together with the results obtained for a tenfold increase in gas-to-liquid density 
ratio but with the same gas-to-liquid jet momentum ratio. For the larger density ratio case, larger sections 
of the discharging liquid fihn are bemg deflected by the impacting gas jets and film rupture time is greatly 
reduced. Rupture or rather film tearing occurs before the development of a wave structure on the discharging 
film. A similar behavior is observed if gas and hquid injection velocities are kept constant rather than the 
momentum ratio. 

The density-ratio effects described above are identical m the Umit where the gas-jet-momentum influx is 
reduced to zero. In that case, i.e. for a hquid film moving through a quiescent gas, hnear (and also nonhnear) 
theory shows that (temporal) growth rates of unstable sinuous (and dilational) waves present on the hquid 
fihn increase with increasing density ratio at fixed hquid Weber number. The described analysis of the 
twin-fluid atomizer configuration also included parametric studies considering variations in the various other 
problem parameters. In addition, the studies also included the consideration of an underlying continuous gas- 
flow onto which gas-jet modulations were superimposed. Film modulation via pulsed gas-jets was compared 
to direct film modulation via velocity modulation of the hquid film itself. See Ref. [2]. 

Dynamic Film Stretching 

A previously derived model for two-dimensionally distorting thin hquid fihns in a void at zero gravity 
has been extended by including viscous effects and long-range mtermolecular forces into the reduced field- 
equations and boundary equations. Using the extended model, the dynamic stretching of a thin hquid film 
subject to equal but opposite pulling velocities at both ends was investigated. Due to the existing symmetry, 
we analyze only one half of the film. The film is initially undisturbed with S{0 < x < lo,t = 0) = S^ and 
u(0 < X < Zo,t = 0) = 0, where 2Zo is the initial total length of the film. Boundary conditions in the 
plane of symmetry at a; =. 0 for t > 0 are given by (dS/dx) = 0 and u = 0. The pulling velocity Uf,{t) 
at I = l{t) = Up{t) t was assumed to increase smoothly from 0 to a maximum steady value Uo according 
to u{x = l{t),t) = up(t) = Uo [1 - cos(27rt/rp)]. The film thickness 6 at the pulling end was assumed to 
be fixed, i.e. S{x = l{t),t > 0) = Jo- Numerical solutions were carried out after mtroducing the following 
coordinate transformation: ■q = -^ and T = t. where 2l{t) denotes the instantaneous total fiilm length. 
Furthermore, mtermolecular forces were not included in this first analysis. Several distinct film topologies 

58 



have been identified depending on liquid Weber number We = fmlSolc and Reynolds number Re = Uo ^ojv 
, i.e., the magnitude of the stretching rate (end velocity) compared to signal propagation rates through the 
Uquid via capillary waves and viscous action. 

Fig. 5 shows the variation of fihn thickness with time for the case with We = 1 and Re = 100. The nondi- 
mensional length II = hi5^ at which the film ruptures is 2.45, with rupture occuring after nondimensional 
time TI = Ti/(5o/wo) = 1-95. We observe the formation of a liquid wedge at the pulling end. Also, capillary 
waves initially generated at the pulling end propagate into the film leading to an absolute maximum in the 
film thickness at TJ = x/Z = 0 before and at the time of film break-up. 

As the Weber number is decreased (at fixed Reynolds number) the pulling velocity decreases with respect 
to the capillary wave velocity. Accordingly, the time scale for the exchange of information along the Hquid 
film is significantly smaller than the time scale associated with the generation of film disturbances due to the 
accelerating fihn. Consequently, a distinct hquid wedge at the pulling end is no longer formed. As the fihn 
stretches over a longer period of time without rupture, the film thickness at JJ = 0 contmuously decreases at 
later times and its maximum value is reached at the pulhng end. On the other hand, as the Weber number 
is mcreased (at fixed Reynolds number), the efi^ects of film thinning by film stretching are not communicated 
fast enough towards the fihn center, such that at the point of film rupture the center of the film remains 
essentially undisturbed. 

As Reynolds nmnber is decreased at fixed Weber number, propagation of information from the pulling 
end into the film is increasingly determined by viscous diffusion. At small Reynolds numbers, the film 
thickness has a local maximum at the centerhne whose value continuously decreases as time (or stretching) 
progresses. For small Weber number and small Reynolds number, a long thin hquid filament or band of 
"uniform" thickness is formed with a well-defined fihn wedge located at the pulling end. Filament pinchmg 
occurs at its transition into this film wedge. 

Three-Dimensionally Distorting Linear and Nonlinear Annular Films 

In order to guide the analysis of nonlinearly distorting annulaur (and conical) three-dimensionally distort- 
ing hquid films, a Unear spatial analysis of swirling three-dimensional annular hquid films has been conducted. 
Analogous to previous analyses of planar semi-infinite hquid films, derivation of the corresponding dispersion 
relation and subsequent evaluation of group velocities associated with the different wavenumber solutions 
provided information on energy propagation on the three-dimensionally linear distorting fihn and on the ap- 
propriate number of boundary conditions to be specified at the film discharge location if non-axisymmetric 
modes are considered. Growth rates in dependence of modulation firequency showed that for large Weber 
numbers, the instability range decreases with increasing circumferential wave number n. In fact, for large 
enough n-values no instability exists. See Fig. 6. The maximum growth rate mcreases with decreasing Weber 
number. Also, as the Weber number decreases, the mstabihty range of non-axisymmetric modes (n 7^ 0) 
increases and might become larger than for the n=0 case. However, the maximum growth rate is (as for the 
larger Weber number cases) still observed for the axisymmetric case. For small Weber numbers and small 
enough n-values, the mstabihty range of non-axisymmetric modes is larger than for the n = 0 case. 

Comparison between hnear and nonlinear theory shows that for the considered unstable "dilationally" 
modulated annular films, the nonlinear growth rate for axisymmetric n = 0 modulations is about 56 percent 
larger than the linear prediction. Comparison between nonlinear numerical solutions for axisymmetric and 
non-axisymmetric (n=3) cases also showed that, the increase of the maximum film thickness is approxunately 
the same in both cases while the decrease of the minimum thickness (at the same downstream location) is 
larger for the non-axisymmetric case. Linear analysis also predicts that the wave angle -fc/n for unstable 
"dilational" waves decreases with increasing n at fixed u, and that the magnitude of the wave angle mcreases 
linearly with w at fixed n (except for small w). 

References 

[1] Mehring, C. and Sirignano, W. A., 1999, "Nonlinear capillary wave distortion and disintegration of thin planar 
liquid sheets," J. Fluid Mech., Vol. 388, pp. 69-113. 
[2] Mehring, C. and Sirignano, W. A., 2000, "Liquid film disintegration from twin-fluid atomizers," submitted to 
Physics of Fluids . 
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Figure 1: Twin-fluid atomi2er configuration. Figure 2: Sinuous film distortion and rupture due 
to out-of-phase modulated impacting gas jets. 

Figure 3:   DUational film distortion and rupture ^'^ure 4:   Comparison, between sinuous film dis- 
due to in-phase modulated impacting gas jets.        ^""^'"^ ^'^ rupture at low and elevated pressures, 

i.e. for pg/pi = 0.0012 (dash, dot), 0.012 (dash- 
dot,solid). 
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Figure 5: Temporal evolution of film thickness for figure 6: Linear spatial growth rates for axisjTn- 
film stretching at We = 1, Re = 100. ""^^"^ (" " °) ^^^ non-axisymmetric (n 5^ 0) un- 

stable "dilatioucd" waves on swirhng annular films 
(black: n=0, red: n=l, green: n=2, blue: n=3, 
yellow: n=4). 
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SUMMARY/OVERVIEW: 

Turbulence generation and liquid breakup are being studied due to their relevance to 
dense combusting sprays found in propulsion systems. Turbulence generation is the mam source 
of turbulence in dense sprays; it consists of drop (particle) wake disturbances embedded in a 
turbulent interwake region. Both regions involve unusual flows that have received little attention 
in the past: tiie particle (drop) wakes are laminar-like turbulent wakes that are observed for 
intermediate Reynolds number spheres m turbulent environments; the turbulent interwake region 
consists of isotropic turbulence in the Uttle-studied final decay period. EarUer work found the 
properties of these flows for monodisperse particle (drop) flows; current work is considering 
tiieir properties for more practical polydisperse particle (drop) flows. 

Primary and secondary liquid breakup are important because they are rate-controlling 
processes of dense sprays and fix initial conditions of dilute sprays. Earlier experiments at large 
liquid/gas density ratios have shown that breakup of round nonturbulent liquid jets in crossflows 
is remarkably similar to secondary breakup of drops, that secondary drop breakup should be 
treated as a rate process, and has provided the needed temporal properties of secondary drop 
breakup. Current experiments are considering the breakup properties of round nonturbulent 
liquid jets in crossflow at large liquid/gas density ratios, whereas, current time-dependent 
numerical simulations are seeking liquid breakup properties for both processes, emphasizing 
small Hquid/gas density ratios that are difficult to address using experiments. 

TECHNICAL DISCUSSION 

TURBULENCE GENERATION. Early studies showed that turbulence generation by 
particles (drops) involved particle wakes embedded in a turbulent interwake region 
(Parthesarathy and Faeth 1990; Mizukami et al. 1992). Wu and Faetii (1993,1994,1995) 
subsequently showed that the wakes behaved like laminar wakes but with fast mixing due to the 
presence of turbulence (commonly referred to as "laminar-like turbulent wakes"). Subsequently, 
Chen et al. (2000) and Chen and Faeth (2000,2001) considering monodisperse particle flows 
showed that the turbulent interwake region consisted of isotropic turbulence in the rarely 
observed final-decay period defined by Batchelor and Townsend (1948). Current work of Lee et 
al. (2002) seeks to extend these observations to the turbulent interwake region of more practical 
polydisperse particle flows, using wake-discriminatmg laser velocimetry. 

Chen and Faeth (2001) developed an analogy between grid-generated isotiopic 
turbulence and particle-generated isotropic turbulence, when both were in the final-decay period. 
This yielded a very usefiil correlation between relative turbulence intensities in the streamwise 
and cross-stream directions, (u'and v' )/Up, where Up is the mean velocity of the particles relative 
to the gas, and the dimensionless rate of dissipation of mechanical energy of the particles, D. 
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During the present investigation, mixing rules were developed to extend these ideas to 
polydisperse particle flows, based on dissipation weighting for each particle size group. The 
resulting correlations are illustrated in Fig. 1: results for both monodisperse and polydisperse 
particle flows are seen to correlate the same way, the correlation also effectively handles 
different sized particles, and finally the correlation correctly indicates that relative turbulence 
intensities are proportional to the square root of the dimensionless dissipation factor, providing 
considerable insight concerning the nature of turbulence generation. 

Current experiments involve conditional (wake discriminating) measurements of energy 
spectra and characteristic length scales for the turbulent interwake region of polydisperse particle 
flows. Results obtained thus far are illustrated in Fig. 2, where the ratio of tilie streamwise 
integral scale, U, to the dissipation (Taylor) scale, X, is plotted as a function of the turbulence 
Reynolds number. Rex, for both conventional isotropic turbulence in the initial-decay period 
along with the results of Chen and Faedi (2001) and the present investigation concerning 
isotropic turbulence in the final-decay period. Notably, xmlike conventional turbulence where 
L/k increases as Re>. increases, turbulence in the final-decay period behaves just the opposite 
because the turbulence is sparse and has rates of dissipation that are orders of magnitude larger 
than conventional turbulence. Nevertheless, the generality of the results seen in Fig. 2 provides 
encouragement that effective models of the properties of interwake turbulence, and thus 
turbulence generation, can be developed: current work is seeking information along these lines. 

LIQUID BREAKUP. Past experimental studies have established the temporal properties 
of secondary drop breakup (Chou and Faeth 1997; Chou et al. 1997; Dai and Faeth 2001; Faeth 
1996; Hsiang and Faeth 1992,1993,1995) and have initiated studies of round nonturbulent liquid 
jet breakup in crossflow (Mazallon et al. 1999), both at large liquid/gas density ratios. Current 
work is considering these processes using numerical simulations and emphasizing small 
liquid/gas density ratios that are difficult to address by experiments, see Aalburg et al. (2002a,b) 
for detailed descriptions of this work. 

Current work has emphasized drop deformation and secondary breakup when subjected 
to shock-wave disturbances. Figure 3 is a typical result, giving predicted and measured 
normalized deformation as fimctions of Weber numbers (We, the ratio of drag to surface-tension 
forces) and Ohnesorge numbers (Oh, the ratio of liquid-viscous to surface-tension forces), which 
is the classical approach for correlating these properties due to Hinze (1955). The predictions are 
excellent at small Oh but overestimate We at large Oh because the Reynolds numbers of the 
simulations are small compared to the measurements; calculations to correct this deficiency are 
in progress and suggest excellent agreement between measurements and predictions for the range 
where they can be compared. Another usefiil result shown in Fig. 3 is that the drop breakup limit 
corresponds to a maximum deformation of 60%, providing a computationally tractable way to 
estimate breakup properties that won't be computationally tractable for some time to come. 

Similar to earlier findings concerning the breakup of liquid jets in crossflow (Aalburg et 
al. 2002a), the Hinze (1955) plot did not provide a useful treatment of effects of liquid/gas 
density and viscosity ratios on breakup. A better approach was to account for liquid viscous 
effects directly by plotting the ratio of drag/liquid-viscous forces, We''^/Oh, as a fimction of the 
ratio of surface-tension/liquid-viscous forces, 1/Oh. These results are illustrated in Fig. 4 where 
measurements and predictions are in excellent agreement. Finally, a new effect is observed, 
where increasing drag coefficients as Reynolds numbers decrease as the Stokes regime is 
approached, increases drop resistance to deformation and breakup. 

Current work involves additional simulations to better match conditions of the 
calculations to existing measurements and to investigate broader ranges of breakup parameters. 
In addition, measurements of round nonturbulent liquid jet breakup in crossflow, similar to past 
measurements of secondary drop breakup, have been initiated. 
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SUMMARY/OVERVIEW: 

Increases in aircraft and engine performance are increasing the heat load being transferred into 
an aircraft's primary coolant~the fiiel. This research is aimed at understanding the limitations of 
operation of fiiel heated to 480 C (900 F) and beyond. Important issues are expected to be 
thermal stability, injection/combustion properties, and fiiel characterization [1]. 

TECHNICAL DISCUSSION 

A key barrier to the use of fiiels at supercritical temperatures (>~750 F) is tiiermal- 
oxidative deposition. A pseudo-detailed kinetic mechanism continues to be refined in two areas: 
fuel-surface interactions and deposition-enhancing trace fiiel species characterization. As 
described in last year's abstract, recent innovative measurements at WPAFB have shown a 
stronger role for metal surfaces in fiiel autoxidation behavior. Modeling of this behavior 
indicates a surface role in fiiel hydroperoxide decomposition [2]. The role of trace sulfur and 
other heteroatomic species is being mvestigated using extraction of polar species [3]. 
Ultimately, it would be desirable for modeling purposes to be able to characterize deposition- 
enhancing species in fiiels with a single parameter. Earlier efforts to use the fiiel sulfur content 
were less than ideal, since other heteroatomic species were neglected, such as oxygen and 
nitrogen-containing impurities. Also, fuel sulfiir is roughly equally divided between reactive 
sulfides/disulfides and relatively inert thiophenes/benzothiophenes [4]. 

Another key barrier to the use of fuels as coolants, especially for scramjets, is the 
variation in fiiel properties as a function of fuel temperature (which becomes a function of 
mission time). Current hydrocarbon-fueled scramjets suffer fi-om poor combustion behavior with 
liquid fuels, so the injection and combustion behavior of fuels as the fuel transitions fi-om liquid 
to vapor is under active investigation. A key concern is condensation as supercritical (T,P) fuels 
are injected through choked orifices into combustion chambers at subcritical pressures. 
Expansion of supercritical fuels through turbopumps also raises condensation concerns. This 
continues to be of concern at higher temperatures as the fuel is thermally cracked during use as a 
coolant and the composition changes. Mixture effects have been looked at initially with 
methane/ethylene mixtures. The entropy-pressure diagram for one of the methane/ethylene 
mixtures is shown in Fig. 1 with two isentropic expansion paths illustrated. The path originated 
at a temperature close to the critical point can readily penetrate into the two-phase region during 
isentropic expansion while the other path initiated at a temperature away from the critical point 
may exhibit an idea gas expansion, bijection conditions representative to both isentropic paths 
are qualitatively demonstrated in Figure 2. An opaque jet image, possibly with condensation 
occurring within the jets, was observed when the jet is injected at a reduced temperature close to 
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unity. The supercritical methane/ethylene jet can also undergo an ideal-gas-like expansion with 
both barrel shock and Mach disk visible inside the jets when injected at a high reduced 
temperature. To further illustrate the condensation phenomenon, Fig. 3 demonstrates the internal 
structures of supercritical methane/ethylene jets inside a transparent injector. An abrupt boundary 
indicating the onset of two-phase transition is located inside the injector for the jet injected at a 
temperature close to critical temperature. Homogeneous condensation, which is prompted 
through rapid expansion to reach a metastable supersaturation state and can produce a large 
quantity of droplet nuclei almost spontaneously, is believed to be the mechanism. The 
evaluations of ethylene/sulfur hexafluoride (SFe) will be carried out during the subsequent 
research activities, in order to see whether representative mixing phenomena of JP-7 can be 
simulated with a large difference in molecule weight. 

The increased demands being placed on ftiel (higher performing aircraft and engines 
generating greater quantities of heat) and the apparent downward trend in the quality of 
petroleum feed stocks has made the development of field-level, fuel-quality diagnostics a 
priority. Studies of the application of multivariate analysis to large scale gas chromatographic 
data sets is continuing with the focus being on rapid analysis using a fast-GC (under five minute 
separation) method [5,6]. As shown in Figure 4, high quality chromatographic traces are 
achieved using a specialized column and instrument method. Analysis of the principle fuel 
components shows good fuel identification capability (Figure 5). Sensors based on long-period- 
grating (LPG) technology are being developed for the identification of specific compounds in 
fuel [7,8]. The current sensor design uses carboxymethyl cellulose as a Cu^*-sensitive binding 
layer (Figure 6). Exposure of the sensor to solutions containing Cu^* results in significant and 
quantifiable changes in the spectral response (Figure 7). Continuing efforts will be focused on 
developing fuel specific layers targeting important additives [9-12]. 

Our understanding of the properties of hydrocarbon-based supercritical fluids as models for 
supercritical aviation fuel has been furthered by investigations of two-component systems [13]. 
Data obtained using pyrene as a probe of local solvent strengtfi in hexane-toluene fluids verifies 
the well-known solute-solvent phenomenon (Figure 8) and indicates the possibility of enhanced 
solute-solute interactions (Figure 9). Efforts are on-going to model the observed behaviors using 
a combination of quantum mechanical and Monte Carlo computational techniques. Two review 
articles have been published in this area [14,15]. 
[1] Edwards, T., Meyer, M., "Propellant Requirements for Future Aerospace Propulsion Systems," AIAA- 
2002-3870, July 2002. 
[2]        T. Doungthip, J. Ervin, T. Ward, T. Williams, S. Zabamick, "Surface Deposition Within Treated and 
Untreated Stainless Steel Tubes Resulting from Thermal-Oxidative Degradation of Jet ¥ue\," ACS Petrol. Chem. 
Div. Preprints 2002, 47, in press.. 
[3] S. Zabamick, R. Striebich, K. Straley, and L. Balster, Solid Phase Extraction Analysis of Polar Species in 
Jet Y\xe\" ACS Petrol. Chem. Div. Preprints 2002, 47, in press. 
[4] Link, D. D., Minus, D. M., Striebich, R. C, Rothenburger, K. S., Baltrus, J. P., •The Analysis of Total and 
Speciated Sulfijr in Aviation Turbine Y\xfi\s," ACS Petrol. Chem. Div. Preprints 2002, 47, in press. 
[5]        Rozenzhak, S. M.; Striebich, R. C; Bunker, C. E. "Development of a High-Speed Jet-Fuel Diagnostic 
System Using Gas Chromatography and Principal Component Analysis" ACS Petrol. Chem. Div. Preprints 2002, 
47, in press. 
[6] Striebich, R. C, "Fast Gas Chromatography for Middle-Distillate Aviation Turbine Fuels," ACS Petrol 
Chem. Div. Preprints 2002, 47, in press. 
[7] Widera, J.; Reich, R. F.; Pacey, G. £.; Puckett, S D.; Bunker, C. £.; Gord, J. R. "Long-Period-Grating 
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Div. Preprints 2002, 47, in press. 
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FUELS COMBUSTION RESEARCH: SUPERCRITICAL FUEL PYROLYSIS 

AFOSR Grant No. F49620-00-1-0298 
Principal Investigator: Mary Julia (Judy) Womat 

Princeton University 
Department of Mechanical and Aerospace Engineering 
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SUMMARY/OVERVIEW 

The fuels used in the next generation of hypersonic aircraft [1] will have to operate under very 
high pressures (beyond the critical pressures of most hydrocarbons) and will have to sustam very 
high heat loads m order to meet aircraft cooling requirements. Potential candidates for meeting 
these stringent cooling requirements are "endothermic" fuels, fuels that can imdergo a controlled 
heat-absorbmg chemical reaction (e.g., dehydrogenation) prior to combustion. Critical to the 
development of the fiiel systems in these akcraft is an understandmg of the fuel pyrolysis reaction 
mechanisms imder the conditions that the fuels will be operating. Of particular interest are the 
reactions leading to polycycUc aromatic hydrocarbons (PAH), which can serve as precursors to 
fuel-line deposits, a problem of critical importance to avoid, for safe aircraft operation. In order to 
better elucidate the mechanisms and kinetics of the reactions of endothermic fuel pyrolysis and 
PAH formation vmder supercritical conditions, supercritical pyrolysis experiments are being 
conducted, vmder the present research program, with model fiiels, over a range of supercritical 
pressures and temperatures. The model fuels include two endothermic fuels, methylcyclohexane 
and decalin, as well as toluene and heptane, hydrocarbons representative of the aromatic and 
aliphatic components of jet fuels. The reaction products are analyzed by high-pressure liquid 
chromatography with diode-array ultraviolet-visible absorbance detection (HPLC/UV), an isomer- 
specific technique ideally suited for the analysis of PAH [2]. It is anticipated that the results from 
this study will provide mformation of critical importance to the design and development of fuel 
systems for high-speed aircraft. 

AUTHORS: M. J. Womat, E. B. Ledesma, P. G. Felton, J. A. Sivo, and N. D. Marsh 

TECHNICAL DISCUSSION 

Pyrolysis experiments have been conducted with toluene (critical temperature 319 °C, critical 
pressure 41 atm) at temperatures up to 585 °C, pressures up to 100 atm, and residence times up to 
550 sec. Collection and analysis of the toluene reaction products from these experiments reveals 
that increases in pyrolysis temperature, pressure, and/or residence time bring about increases in 
PAH formation, in terms of both the yields of the products formed as well as their molecular sizes. 

Because of the complexity of the mixture of aromatics produced in the toluene experiments, 
both gas chromatography/mass spectrometry (GC/MS), for the lower-ring-number species, and 
HPLC/UV, for the higher-ring-number species, are employed in the product analyses. Component 
identifications are made by matching chromatographic retention times and MS and/or UV spectra 
with those of authentic reference standards, several of which have been specially synthesized for 
these purposes. The structures of the 26 unequivocally identified PAH products of supercritical 
toluene pyrolysis are presented in Figure 1, an HPLC chromatogram of the products from pyrolysis 
at 535 °C, 100 atm, and 550 sec. (The large unlabelled peaks m the 12- to 20-minute retention time 
range correspond to toluene dimers, which are better resolved by GC and not included in the 
product structures of Figure 1.) As shown in Figure 1, four classes of PAH are represented among 
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the supercritical toluene pyrolysis products: 15 benzenoid PAH (those with only six-membered 
rings), 4 fluoranthene benzologues (those with an internal five-membered ring), 2 indene 
benzologues (those with a five-membered ring containing a methylene carbon), and 5 methylated 
PAH. Noticeably absent from the supercritical toluene pyrolyisis products are cyclopenta-fused 
PAH and ethynyl-substituted PAH, two classes of PAH produced by a variety of other fuels but 
under subcritical pyrolysis conditions [2-4]. The absence of these two classes of products suggests 
that mechanisms other than acetylene-addition (widely applicable in subcritical pyrolysis 
environments [3]) are responsible for PAH growth in supercritical pyrolysis systems. 

Of particular note in Figure 1 are the four very large PAH of 8, 9, and 10 fiised aromatic 
rings—benzo[a]coronene, benzo[p^r]naphtho[5,7,2-ftc(f]perylene, naphtho[5,/,2-aic]coronene, and 
ovalene—^none of which have ever before been identified as products of toluene pyrolysis or as 
products of supercritical pyrolysis of any fuel. The UV spectral matches confirming the 
identifications of two of these large PAH are displayed in Figures 2 and 3. It should be noted that 
it is rare for any of these large PAH to be observed in fuel products—^partly because few researchers 
are in possession of the specially synthesized reference standards [5] necessary to identify these 
species and partly because formation of these large PAH requires extreme conditions. For example, 
one of the only other cases in which the large PAH ovalene has been shown [6] to be produced is 
from subcritical fuel-rich combustion of naphthalene/ethylene mixtures at 1375 °C. The fact that 
the monocyclic fuel toluene can produce the 10-ring ovalene at a temperature of only 535 °C points 
to the huge effect of the supercritical conditions on facilitating the formation of large PAH, 
precursors to solid deposits. In fact, supercritical toluene pyrolysis experiments at 585 °C (just 50 
°C higher than the condition corresponding to Figure 1) result in repeated plugging of the reactor, 
due to solid deposit formation. 

The yields of all of the PAH of Figure 1 are extremely dependent on both pyrolysis temperature 
and pressure. For example, toluene pyrolysis at the same conditions of Figure 1, except a 
temperature 55 °C lower, results in aromatics of only up to two rings and in much lower yields. The 
effects of pyrolysis pressure are illustrated for various individual PAH of 3 to 10 rings m Figures 4- 
7. As demonstrated in these figures, PAH yields increase continuously with pressure, rising 
particularly dramatically at pressures above the critical pressure of 41 atm. This exponential 
dependence on pressure is followed by all the PAH, including those not shown in Figures 4-7. 
Figures 4-7 also illustrate that for a given pressure, PAH yield generally decreases as the number of 
rings increases—a trend demonstrated by supercritical methylcyclohexane pyrolysis and generally 
characteristic of pyrolytic molecular growth processes [7]. A result peculiar to high-pressure 
toluene pyrolysis is illustrated in Figure 4. Unlike results observed for toluene at atmospheric 
pressure [8], Figure 4 reveals that in the supercritical toluene experiments, yields of anthracene 
exceed those of its isomer phenanthrene. A similar findmg is reported by Colket and Seery [9] for 
toluene pyrolysis at 10 atm. Both of these CHHIO PAH can result from the combination of toluene 
and benzyl radical, as illustrated in Figure 8 (adopted and extended from Colket and Seery [9]). 
The observed dominance of anthracene over phenanthrene suggests that at high pressures, union of 
the benzyl radical to an aryl site of toluene (top pathway of Figure 8) is preferred over union at the 
benzyllic site (bottom pathway). This observation on the relative yields of the C14H10 PAH 
illustrates the importance of pressure in determining reaction pathway. 

Because toluene is both an aromatic component of jet fiiel and a dehydrogenation product of 
the endothermic fuel methylcyclohexane, the results from the supercritical toluene experiments— 
the formation of very large PAH solid-deposit precursors, the extreme sensitivity of PAH yield to 
temperature and pressure, and the evidence that different mechanisms are governing PAH growth in 
supercritical environments compared to subcritical ones—are of particular importance with regard 
to the prevention of fuel-line fouling in high-speed aircraft. 

The above results were discussed, in part, during the Principal Investigator's visit to the 
Wright-Patterson Air Force Research Laboratory in February, 2002. 
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Figure 1. HPLC chromatogram of products of toluene supercritical pyrolysis at 535 °C and 100 atm. 
Identified components from left to right, are: toluene, indene, naphthalene, 1-methylnaphthalene, 2- 
methylnaphthalene, fluorene, phenanthrene, anthracene, fluoranthene, pyrene, 2-methylanthracene, 1- 
methylpyrene, benz[a]anthracene, chrysene, benzo[e]pyrene, benzo[fc]fluoranthene, 
benzo[/t]fluoranthene, benzo[a]pyrene, benzo[g/i(]perylene, indeno[y,2,i-ct/lpyrene, anthanthrene, 
coronene, 1-methylcoronene, benzo[a]coronene, benzol>qfr]naphtho[5,7,2-Z>cJlperylene, 
naphtho[(S, 7,2-afec]coronene, ovalene. 
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EXPERIMENTAL AND DETAILED NUMERICAL STUDIES 
OF FUNDAMENTAL FLAME PROPERTIES 

OF GASEOUS AND LIQUID FUELS 
AFOSR Grant F49620-02-1-0002 

FOKION N. EGOLFOPOULOS 
Department of Aerospace & Mechanical Engineering 

University of Southern California 
Los Angeles, California 90089-1453 

Summary/Overview 
The main goal of this research is to provide fundamental data on the dynamic behavior of laminar 
flames for a wide range of conditions. The parameters considered include the fuel type, 
equivalence ratio, flame temperature, pressure, and combustion mode. The experimental data 
will constitute a basis for partially validating the combustion chemistry of a large nmnber of fuels 
ranging from hydrogen to gaseous and liquid hydrocarbons. Emphasis will be given to kinetics 
regimes that have not been systematically probed in past flame studies and/or in which current 
knowledge of combustion chemistry appears to be inadequate. 

Technical Discussion 
The accurate knowledge of the chemical kinetics mechanisms of hydrocarbon fuels is essential 
for the design of the next generation of air-breathing engines operating at speeds and altitudes 
that are noticeably greater compared to the ones currently achieved. State-of-the-art knowledge 
of hydrocarbon oxidation chemistry is limited to that of H2 and CH4. For example, the GRI-3.0 
mechanism [1] closely predicts a wide range of flame properties for H2 and CH4 mixtures with 
air, especially at high temperatures. However, even for H2 and CBU tiieir oxidation kinetics at 
low temperatures have not been systematically probed in previous flame studies. The oxidation 
kinetics of higher carbon hydrocarbons are subjected to significant uncertainties even at the C2- 
level [e.g. 2]. Furthermore, systematic flame studies of liquid hydrocarbons at high pressures are 
limited. 

This research is both experimental and numerical. The experimental measurements focus on the 
determination of global flame properties such as laminar flame speeds and extinction strain rates, 
and a number of innovations are introduced. For example, while propagation and extinction are 
typically treated as high-temperature phenomena for hydrocarbons, their kinetics are also probed 
at low temperatures. This is achieved by adding small amounts of hydrocarbons to ultra-lean 
and/or highly diluted hydrogen flames. Such flames can be sustained at temperatures as low as 
900 K, a regime of interest to hydrocarbon ignition. Such additions are expected to noticeably 
affect the reactivity of hydrogen flames. The experiments include gaseous as well as liquid fuels 
such as hydrocarbons in the C5 to C12 range. Of interest will be the kinetics of such liquid fuels 
at high pressures for which their vapor pressures may be exceeded. To overcome this challenge, 
it is proposed that small amounts of liquid fuels be added to CO/air flames in order to noticeably 
accelerate the rate of CO oxidation. Thus, results for pressures up to 10 atm can be obtained. 
The final innovation includes constant flame temperature experiments for a given fuel and 
pressure and variable fuel concentration. This can be achieved by controlling the ratio of O2 to 
N2 in the oxidizer. Thus, any kinetics deficiencies of sufficiently off-stoichiometric mixtures are 
not masked behind the uncertainties associated with reduced values of global flame properties. 
This is the case when the flame temperature is also reduced with stoichiometry. 

73 



The experiments are performed in the opposed-jet configuration and through the use of a recently 
developed Correlation Image Velocimetry (CIV) technique. Laminar flame speeds, 5^, are 
determined at the point of transition from a planar to a Bunsen flame as proposed by 
Vagelopoulos and Egolfopoulos [3] (VE98). The use of CIV allows for the determination of the 
instantaneous velocity field just before the transition initiates. Thus, the instantaneous strain rate, 
K, and the attendant S° can be directly measured. The extinction strain rate, K^, is also 
measured directly by reducing the fuel flow rate rather than increasing the strain rate; the latter 
procedure also requires extrapolations. The experiments are modeled by using detailed 
description of molecular transport, chemical kinetics, and thermal radiation. The chemical 
kinetics schemes tested include the GRI-3.0 mechanism [1] including C1-C3 hydrocarbon kinetics 
as well as a mechanism developed by Wang and coworkers [4] including Cj-Ce hydrocarbon 
kinetics. 
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FIG. 1. Comparisons between the present 
experimental 5° data for atmospheric 
CRj/air mixtures with those of VE98 and 
predictions using the GRI30 mechanism. 
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FIG. 2. Variation of experimental and predicted 
5° with (j) and flame temperature for 
atmospheric CH4/O2/N2 mixtures. 

Figure 2 compares the present S°'s and those determined in VE98 with LDV for CIVair 
mixtures at various ^'s [5]. The two sets of data are in close agreement, which is an independent 
validation of the accuracy of the CIV-derived data. The numerically determined S° 's are also 
shown in Fig. 2 and close agreement can be seen in general; inset depicts the dependence of the 
predicted 5° on the number of grid points used in the simulations. Note, however, that there is a 
systematic overprediction of the experimental S° 's as the mixture becomes progressively leaner. 

The discrepancies between experimental and predicted 5° for very lean mixtures have not 
attracted proper attention, as the observed differences of 1-2 cm/s are typically considered to lie 
within experimental uncertainties. This is because as ^ decreases, 5° decreases as a result of the 
flame temperature reduction. Thus, if S^ is to be used for validatmg chemical kinetics for a wide 
range of <t)'s, the proper way to do it is by keeping the flame temperature constant as <j) changes so 
that concentration effects are isolated from that of temperature [6]. 
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Figure 2 depicts experimental and predicted ^"'s for CH4/O2/N2 mixtures as functions of (j), 
keeping the adiabatic flame temperature, T^^, constant [5] by modifying the relative O2/N2 free- 
stream concentrations; T^a was determined by equilibrium calculations. For all three T^'s 

investigated i.e. 1900, 2000, and 2100K, Sl exhibits a non-monotonic behavior. For (|)< 1 
mixtures, 5° increases as (j) decreases. Species consumption and sensitivity analyses showed that 
as <t) decreases the rate of the main branching reaction H + O2 -> OH + O (Rl) is enhanced as the 
O2 concentration increases for the same T^. For (|)> 1 mixtures, 5° first increases and then 
decreases as ^ increases. 5° increases because the O2 concentration increases relatively to N2 in 
order to maintain the same Tad- Thus, the rate of Rl is enhanced. Subsequently, the mixture 
reactivity is reduced as the CH4 concentration increases to the point that it effectively scavenges 
H radicals through reaction CH4 + H ^ CH3 + H2 (R2) competing, thus, for H radicals with Rl 
whose rate is reduced. As a result the burning rate is also reduced. 

Comparing the experimental and predicted 5° 's, it can be seen that there is a close agreement for 
near-stoichiometric and rich flames. It is interesting, however, that while for lean flames the 
agreement is very close for T^ =2100K, for the lower T^'s the experiments are noticeably 
over-predicted by the simulations. The observed discrepancies are greater than the experimental 
imcertainty, which has been determined to be less than 3%. 

Extinction data have been and are currently derived for fuel-lean mixtures of air with H2, CH4, 
C2H6, C2H4, C2H2, C3H8, and C3H6 by utilizmg both the symmetric, twin-flame configuration as 
well as the single flame configuration that results by coimterflowing a mixture against an air jet. 
This is essential in order to maintam the K^ values below approximately 550 s" that the 
existing CIV system can reliably measure, while varymg ^. Thus, the twm-flame configuration is 
more appropriate for lower <t)'s while single-flames are can be used with higher (|)'s. Given that 
we have been able to directly measure the K^ values, we largely focus on using K^ 's for model 
validation. This is because, there is always a small but finite uncertainty associated with the 
determination of 5° 's, either because of the presence of residual stretch or the need of using 
fitting formulas to extract 5°. Additionally, at ultra-low strain rates instabilities can develop on 
the flame surface for Le < 1 flames such as lean H2/air. Apparently this is not the case for highly 
strained flames. Figures 3 through 8 depict experimental and numerical X^'s for single, lean 
premixed ClVair, C2H6/air, CjYUIari, C2H2/air, CsHg/air, and CsHe/air flames. The inability of 
the GRI-30 mechanism to predict X^'s other than CH4 and C2H6 flames is apparent and in 
agreement with a previous study [2]. The Wang mechanism is currently tested against the 
C2H2/air, CsHg/air, and CsHg/air data. 
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SUMMARY/OVERVIEW 

The objective of this research program is to develop a comprehensive, predictive, and detailed 
kinetic model of hydrocarbon combustion for aeropropulsion simulations. During the reporting 
period progress has been made in a nvimber of areas, including (1) a first-principle calculation for 
the diffusion coefficients of H-He, H2-He, H-H2, and H-Ar, (2) a round of complete revision of a 
comprehensive mechanism for C1-C4 fuel combustion developed over the last four years, (3) the 
development of a new response surface method for mechanism optimization. The three projects 
represent the two key ingredients that are necessary for the success of the overall research 
program: (a) an accurate physico-chemical property database for combustion kinetics, and (b) a 
unified and optimized kinetic model for higher aliphatic and aromatic fiiel combustion. 

TECHNICAL DISCUSSION 

1. A First-Principle Calculation for the Diffusion Coefficients of H-He. H^-He. H-H?. and H-Ar 
Recently, Law and coworkers reported the laminar flame speeds of H2-02-He mixtures in the 
pressure range of 1 to 20 atm. They showed that the flame speeds were severely over-predicted 
using the chemical reaction model of Mueller et al. and the SANDIA transport database, and the 
discrepancy becomes larger at higher pressures. Our sensitivity analysis showed that the laminar 
flame speed is sensitive not only to key reaction rate parameters, but it is equally sensitive to the 
binary diffusion coefficients of pairs like H-He, H-H2, and H2-He. 

Prompted by the above study, we undertook the present work with the aim of providing more 
accurate binary diffusion coefficients for pairs important to the H2-02-He flames. We carried out 
first-principle calculations for the diffusion coefficients of H-He, He-H2, and H-H2, over a wide 
temperature range. A similar calculation was performed for the diffusion coefficient of H-Ar. 

Chapman-Enskog theory was used to obtain the binary, atom-atom diffusion coefficients in 
terms of the collision integral. The collision integrals were directly calculated by numerical 
integration using the literature potential functions for H-He and H-Ar. Second-order correction 
to the diffusion coefficient was made. For He-H2 and H-H2, we considered the influence of 
intemal degrees of freedom on the scattering process and consequently the diffusion coefficients. 
The scattering problem was solved using the Close-Coupling method, which transforms the time- 
independent Schrodinger equation into a set of coupled second-order differential equations. 
These equations were integrated to obtain the scattering S'-matrix. The energy-dependent cross- 
sections were then calculated from the S-matrix elements, and the diffusion cross-section was 
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obtained by thermally averaging the energy-dependent cross-sections with a Boltzmann 
weighting factor and summing the contribution from each rotational transition. 

Literature potential energy functions were carefully evaluated against various cross section 
data from molecular beam experiments and agamst our own quantum chemical CCSD(T)/aug- 
cc-PV*Z calculations. Reliable potential energy functions were then chosen for the computation 
of diffusion coefficients. Table 1 presents the diffusion coefficients, computed for H-He, H-Ar, 
and H-H2 and compared to data directly measured for these pairs. The computed diffusion 
coefficients were found to be in good agreement with the data. Figures 1-3 show comparisons of 
the present calculations with those predicted by the Sandia TRANFIT and DRFM compilations. 
It is seen that the DRFM and TRANFIT predictions differ markedly from our first-principle 
results at high temperatures. 

Usmg the H-He, He-H2, and H-H2 diffusion coefficients calculated above, we recomputed 
the flame speeds of H2-02-He mixtures. The flame speeds were compared to the experimental 
data of Law and coworkers and those computed using the Sandia TRANFIT database. Figure 4 
shows that no improvements were made for the prediction using the new diffusion coefficients. 
However, the remaining uncertainty can now be safely attributed to reaction kinetics. 

Our study demonstrated that a semi-empirical approach to estimate the diffusion coefficient 
used by the TRANFIT and DRFM packages might not be adequate for a quantitative prediction 
of basic flame properties such as the laminar flame speed. Rather, the diffusion coefficients of 
many key pau^ will have to be closely examined, case by case, to ensure the accuracy of these 
coefficients at high temperatures. The above results are reported in Refs. 1 and 2. 

2. Revision of a Comprehensive Mechanism for O-C4 Fuel Combustion 
The work just discussed convinced us that there is a critical need at this time to re-evaluate the 
kinetic pathways and reaction rate parameters in our C2-C4 fuel combustion mechanism. The 
project described in this section was motivated by the concern that a reaction mechanism capable 
of predicting the combustion properties of hydrocarbon fuels must also be able to predict the 
most basic hydrogen combustion data. In addition, much of hydrogen and C1.2 chemistry in our 
existing reaction mechanism was based on the GRI-Mech. Some of the kinetic parameters used 
in the GRI-Mech is becoming outdated as a wealth of new kinetic and thermochemical data have 
been made available in recent years. For this reason, we carried out a comprehensive review and 
evaluation of recent literature kinetic data. A significant portion of the reaction mechanism has 
been updated. A new version of the reaction mechanism will be made available shortly. 

3. Development Of a New Response Surface Method for Mechanism Optimization 
The optimization of a large reaction mechanism requires the minimization of an objective 
function given by the least squares difiFerences of the computed and experimental flame 
responses. During minimization, thousands of least squares calculations are required. Direct 
flame solution to obtain flame response renders the optimization expansive and in most cases, 
prohibitive. To solve this problem, solution mapping was developed and used, for example, in 
the optimization of the GRI-Mech. In this method, a kinetic response surface is developed for 
each optunization target 77, which expresses the target value as a simple fimction of reaction rate 
parameters. Usually, this response surface is expressed as a second-order polynomial, 

L L L 
^ = oo + E Oi^i + E E aijXiXj , (1) 

i I j>i 

where L is the number of active rate parameters in that target, and x is the rate parameter k 
normalized by the uncertainty factor/ x=ln{k/ko)/\n{f), so when jc=0, k is equal to the base rate 
parameter, k^. Coefficients a were usually evaluated by regression of a factorial test.   The 
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factorial design method may become prohibitively expansive when L is large. The full factorial 
design requires 2^+21 +1 numerical experiments. Fractional factorial design reduces the number 
of required numerical experiments at the expense of accuracy. For a flame-speed response 
surface with L=13, a 2^^"^+2xl3+l fractional factorial design requires 539 flame speed 
computations Therefore the development of response surfaces for flame speed can be a 
formidable task, and is usually a time hindrance during model optimization. 

We developed a new method which is capable of producing a response surface at better than 
1/10 of CPU cost with an accuracy which is comparable, if not better than, that from a factorial 
design analysis. This method is based on local sensitivity coefficients readily obtainable from 
available flame codes. Specifically, a combustion response was expanded about x=0. 
Comparing the terms in the Taylor expansion with eq. (1), we obtained expressions directly 
relating coefficients a, with the first-order sensitivity coefficients, and a,y with the second-order 
sensitivity coefficients, which were obtained by finite differencing the first-order sensitivity 
coefficients. The method proposed herein requires only 21+1 local sensitivity calculations, 
compared to 2^'''^+2Z, +1 flame computations. Furthermore, these calculations also yield the 
third-order x, and x,- xj terms. 

Table 1 presents a comparison of the CPU costs and the mean, RMS, and maximum errors of 
representative response surfaces obtained by the sensitivity method and by fractional factorial 
design. It is seen that our sensitivity method yields 95 and 99% CPU savings for the two sample 
cases, yet the quality of the response surfaces is as good as those obtained with the factorial 
design method. Figure 5 presents a 45° angle diagonal plot of flame speeds predicted by 
response surfaces versus those from computational experiments. It is seen that the quality of the 
response surface obtained by the sensitivity method is excellent. 

An automated computational code was developed for response surface analysis. The utility of 
this computational tool is obvious, in that it could reduce months of time devoted to response 
surface construction during mechanism optimization to a matter of few days. 
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Table 1. Comparison of experimental and computed diffusion coefficients (cm^/s) at 298 K and 1 atm. 

Pair     Computed Experimental 

H-He      2.22       2.2 ±0.1,2.7 ±0.1, 2.9 ±0.7 
H-Hz       2.15       2.1 ±0.1,2.4 ±0.3, 2.2 ±0.2 

H-Ar 

Pair     Computed Experimental 

1.35 1.4±0.2, 1.4±0.1, 1.3±0.2, 
1.5 ±0.3, 1.61 ±0.4 

Table 2. CPUs and absolute errors (cm/s) of 
sample flame-speed response surfaces. 

methane-air propane-air 
^ = 0.98,L=10     0=1.2,L=13 

^      100 

Method" 1 1 

Number* of runs 21 (S) 85(F) 27(S) 
Relative CPU      0.05       1.00 0.01 
Mean error           0.2         0.3 0.5 
RMS error           0.2        0.3 0.6 
Maximum error    0.5         0.7 1.0 

539(F) 
1.00 
0.3 
0.3 
0.9 

(1) sensitivity method; (2) 2^^ fractional factorial 
design. "F' denotes the number of flame calculations. 
"S" denotes the number of sensitivity runs. 
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SUMMARY/OVERVIEW: 

This research program investigates the chemistry controlling ignition of hydrocarbons and 
their mixtures at elevated pressures. The objective of this program is the development of kinetic 
and mechanistic mformation in the low and mtermediate temperature regime (600-1000 K) at 
pressures up to 20 atm. These reaction conditions are representative of actual engine conditions 
prior to and during the ignition process. The methodology is to perform bench scale tests to 
generate reactivity maps and species evolution profiles for single component pure fuels; 2,3, and 
4 component mixtures of pxire fuels; and full boiling range fuels. Results from these studies are 
being used to provide kinetic and mechanistic information, to formulate hypotheses on 
autoignition mechanisms, to determine the relative effects of the various classes of components 
within multi-component fuel mixtures, and to build combustion models that can be used in the 
design and evaluation of engine systems. 

TECHNICAL DISCUSSION: 

Recent efforts focused on four research areas, the first was the identification of the 
intermediate oxidation species of 1-pentene, n-heptane, iso-octane, toluene, and their mixture in 
the Pressurized Flow Reactor (PFR) at Drexel University. The second was the identification of 
negative temperature coefficient (NTC) behavior for representative distillate fuel components, 
including: n-dodecane, isocetane, methylcyclohexane, decalin, a-methylnaphthalene, and 
hexylbenzene. The third was the development of a chemical surrogate that closely matches the 
reactivity and ignition behavior of JP-8. The fourth was the continued refinement of a technique 
for the measurement of reactive radicals using Magneto-Optic Rotation (MOR) coupled to Cavity 
Ringdown Laser Absorption Spectroscopy (CRLAS). 

ISF Surrogate Studies — Previously, we had shown that a blend of iso-octane, n-heptane, 1- 
pentene, and toluene, dubbed RON 92, exhibited a NTC behavior similar to that of more 
complicated Industry Standard Fuels (ISFs) and to the military standard fuel, JP-8. The NTC 
behavior occurs when the reactivity of a hydrocarbon species decreases with increasing 
temperature, something contrary to intuition. It can be characterized utilizing a CO reactivity 
mapping technique. Recent work focused on detailed speciation of the intermediates formed by 
the ISF surrogate, RON 92. Each of RON 92's components and the mixture were oxidized in the 
PFR. Two types of experiments were conducted for each fuel, Controlled Cool Down (CCD) 
and Constant Inlet Temperature (CIT). The CCD experiment generates a CO reactivity map and 
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the behavior of intermediate species over a range of temperatures, nominally 600 to 800 K. The 
err experiments allow for the examination of the behavior of intermediate species over a range 
of reaction times at a given temperature. For each experiment 15 gas samples were extracted 
from the reaction zone and rapidly quenched, the intermediate species were then identified using 
a Gas Chromatograph (GC) coupled to a Mass Spectrometer or quantified using a GC with a 
Flame lonization Detector. Currently, identification of the major intermediate species has been 
completed. Species quantification for both CIT and CCD experiments is underway. 

During the oxidation of n-heptane (99+% HPLC Grade), a clear NTC behavior was observed 
at 8 atm, equivalence ratio of 0.4, nitrogen dilution of 85%, and residence time of 100 ms. The 
temperature at which the reactivity peaked, referred to as the start of NTC, occurred at 705 K. 
The major species formed included: heptane, propene, 1-butene, 1-pentene, cis & trans 2- 
heptene, cis & trans 3-heptene, formaldehyde, acetaldehyde, 2-propenal, propanal, butanal, 
pentanal, 3-buten-2-one, l-penten-3-one, methanol, and several cyclic ethers yet to be identified. 

During the oxidation of 1-pentene (95%) a clear NTC behavior was observed at 8 atm, 
equivalence ratio of 0.6, nitrogen dilution of 70%, and residence time of 225 ms. The 
temperature at which the reactivity peaked was 716 K. The major species included: propene, 1,3- 
butadiene, 1-pentene, 2-pentene, cis & trans 1,3-pentadiene, formaldehyde, acetaldehyde, 2- 
propenal, propanal, 2-butenal, butanal, pentanal, 3-buten-2-one, and a few unidentified cyclic 
ethers. 

During the oxidation of iso-octane (99.7% HPLC Grade), a weak NTC behavior was 
observed at 8 atm, equivalence ratio of 0.75, nitrogen dilution of 65%, and residence time of 
250 ms. The temperature at which the reactivity peaked was 665 K. Several runs were 
conducted at this operating condition to identify tiie cause of this surprisingly low NTC 
temperature. The major species observed included: propene, 1-butene, 2,4,4-trimethyl-l- 
pentene, 2,4,4-trimethyl-2-pentene, formaldehyde, 2-methyl-2-propenal, 2-methyl-propanal, 2,2- 
dimethyl-propanal, acetone, 4,4-dimethyl-2-pentanone, and 2,2,4,4,tetramethyl-THF. All of 
these compounds are indicative of iso-octane oxidation, however, a definitive explanation for the 
low start of NTC has yet to be developed. 

Ehiring the oxidation of toluene (99%), no NTC behavior was observed at 8 atm, equivalence 
ratio of 0.75, nitrogen dilution of 65%, and residence time of 250 ms. This operating condition is 
the maximum concentration at which fuel can be safely introduced. Hence, fUture oxidation 
studies of toluene will need to be conducted with a chemical initiator, such as DME. 

During the oxidation of RON 92 (4.6% 1-pentene, 49.6% iso-octane, 14% n-heptane, and 
31.8% toluene), a clear NTC behavior was observed at 8 atm, equivalence ratio of 0.6, nitrogen 
dilution of 65%, and residence time of 225 ms. The temperature at which the reactivity peaked 
was 695 K. The major species were: n-heptane, iso-octane, propene, 1-butene, 1-pentene, 4,4- 
dimetiiyl-1-pentene, 4,4-dimethyl-2-pentene, benzene, 2-heptene, 3-heptene, 2,4,4-trimethyl-l- 
pentene, 2,4,4-trimethyl-2-pentene, toluene, formaldehyde, acetaldehyde, 2-propenal, propanal, 
2-methyl-2-propenal, 2-methyl-propanal, 2,2-dimethyl-propanal, butanal, pentanal, 
benzaldehyde, 3-buten-2-one, 4,4-dimethyl-2-pentanone, and 2,2,4,4,tetramethyl-THF. 

Distillate Fuel Component Studies - In efforts with larger hydrocarbon species, the reactivity 
characteristics of several distillate fuel components were examined. Due to the high reactivity of 
these compounds, low fiiel concentrations were necessary. This required updating the fuel 
delivery system with a high pressure syringe pump. The new system is capable of delivering 
flow rates between 0 to 200 ml/min in 0.001 ml/min increments and has greatiy increased system 
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repeatability (CO mapping differences less then 5%) and decreased concentration variations 
during CIT and CCD experiments. 

• Dodecane (phi = 0.2) 
•Dodecane (phi = 0.25) 
■Dodecane (phi = 0.30) 
■ Decalin (phi = 0.30) 
■ Decalin (phi = 0.40) 

650 700 
Temperature (K) 

Figure 1: Reactivity map of n-dodecane and decalin. 

Using the CO reactivity mapping technique, the oxidation of neat n-dodecane, isocetane, 
methylcyclohexane, decalin, a-methylnaphthalene, and hexylbenzene was examined at 8 atm 
(also 12 atm for a-methylnaphthalene) over a range of equivalence ratios and N2 dilutions. Both 
n-dodecane and decalin showed strong NTC behavior starting at 700 and 695 K, respectively, 
over all the conditions tested (Figure 1). However decalin reacted over a very narrow 
temperature range, approximately between 725 and 655 K, compared to the correspondmg values 
for n-dodecane, 800 and 600 K. Methylcyclohexane either did not oxidize at lean conditions 
(equivalence ratio O = 0.30, N2 dilution = 80%) or it became explosive at richer conditions (<I> = 
0.70, N2 dilution = 65%), therefore, controlled oxidation of methylcyclohexane was not 
achievable. The other pure hydrocarbons tested (the aromatics and isocetane) were resistant to 
ignition, and no reactivity was observed. 

JP-8 Surrogate Studies — Blends of distillate fuel components were used to develop a surrogate 
for JP-8. All mixtures were prepared with a Cetane Number of approximately 45, and they were 
oxidized at 8 atm, equivalence ratio of 0.30, nitrogen dilution of 80%, and residence time of 
120 ms. A total of 3 binary, 2 ternary, and 6 larger mixtures were tested over a temperature 
range of 800 to 600 K and compared with the CO reactivity map of JP-8. All components, 
except methylcyclohexane, were blended together assuming Imear blending. Methylcyclohexane 
behaved as if it was more reactive than the correspondmg ideal linear blend and, as a result, a 
blended cetane number was determined using a linear correlation between the maximum CO 
production and the fuel (or mixture) Cetane Number. This correlation was developed and tested 
using the data obtained from the oxidation of both the pure hydrocarbons and binary mixtures. 

The criteria used to determine the ability of each surrogate to match the reactivity map of JP- 
8 was the start and stop of reactivity, the start of the NTC region, the magnitude of overall 
reactivity, and a composition that matched JP-8's published values. Two examples of "bad" 
surrogates can be seen in Figure 2. The mixture that matched the JP-8 reactivity the closest was 
a five component mixture consisting of 26% n-dodecane, 36% isocetane, 14% 
methylcyclohexane, 6% decalin, and 18% a-methylnaphthalene . The reactivity map of this 
mixture and that of JP-8 is shown in Figure 3. During the process of developing the surrogate, a 
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cooperative effort to model the chemical kinetics of JP-8 and its components was begun with 
Politechnico di Milano (Dr. Eliseo Ranzi and Dr. Tiziano Faravelli). 

-JP-3 
- 2 Component Blend 
- 4 Component Blend 

 1  
650 700 

Temperature (K) 
800 

Figure 2: Reactivity map of two "bad" surrogate 
mixtures. 

1 1 r 
650 700 7S0 

Temperature (K) 
800 

Figure 3: Reactivity map of final surrogate 
niixture. 

Laser Diagnostics - Previously, we adapted the sensitive technique of Cavity Ringdown Laser 
Absorption Spectroscopy (CRLAS) and the selective technique of Magneto-Optic Rotation 
(MOR) to measuring highly reactive radicals in flame environments. The measurement of these 
imstable radical species will assist in the determination of the mechanisms that govern 
hydrocarbon combustion at elevated pressures. Currently, we are designing a system to use 
CRLAS coupled with MOR in conjunction with the PFR to measure H02, and other reactive 
radicals. 

We are continuing to refine combined MOR and CRLAS techniques, developing a 
methodology dubbed Cavity Enhanced Magneto-Optic Rotation (CEMOR). CEMOR combines 
the sensitivity of CRLAS with the selectivity of MOR, enabling selective detection of 
paramagnetic species even in extremely low concentrations. In studies performed using atomic 
gallium aspirated into an air-acetylene slot burner, CEMOR was shown to improve the detection 
limit by five orders of magnitude over standard atomic absorption. The CEMOR signal can be 
used for quantification of species concentration in one of two ways. The maximum intensity of 
the CEMOR signal was shown to have a quadratic dependence on species concentration as 
expected. Also, the time to maximum signal intensity can be correlated to concentration using a 
power curve fit. A better model of the rotation effects on signal coupled with the exponential 
signal decay characteristic of ringdown is necessary to clarify this time dependant behavior. 

With funding fi-om the DOD DURIP program (DAAD19-01-1-0438), we purchased a 
Nd:YAG pumped Optical Parametric Oscillator (OPO) laser system with a frequency doubler. 
The OPO is a solid state alternative to a dye laser system, and is continuously tunable from the 
UV (220 nm) to the near IR (1700 nm). In order to become familiar with this system and in 
preparation for efforts to detect H02, we are currently using this system to study OH radical 
spectra in a flame in the 1380-1410 nm region. We plan to compare CRLAS and CEMOR 
detection sensitivities and optimize the CEMOR experimental configuration. However, high 
soot levels in our flame results in scattering of light within the cavity, adversely effecting 
ringdown, and deposition of a soot fihn on the ringdown mirrors, decreasing reflectivity and 
increasing maintenance of the cavity. To eliminate these problems, we are incorporating a 
graphite fiimace atomizer to replace the flame. This should eliminate these effects and ftuther 
increase sensitivity of the CEMOR technique. 
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CHEMICAL-KINETIC CHARACTERIZATION OF 
AUTOIGNITION AND COMBUSTION OF DIESEL AND JP-8 

(Grant/Contract Number DAAD19-99-1-0259) 

Principal Investigator: Dr. Kalyanasundaram Seshadri 

Department of Mechanical and Aerospace Engineering 
University of California at San Diego 

La Jolla, California 92093 

SUMMARY/OVERVIEW: 
The principal objective of the research is to obtain a fundamental understanding of the 

mechanisms of autoignition and combustion of diesel and JP-8. Chemical-kinetic mech- 
anisms describing autoignition and combustion of these fuels are not available. This re- 
search will address this deficiency by first developing surrogate diesel and surrogate JP-8 
each preferably made up of three hydrocarbon compounds. Chemical-kinetic mechanisms 
will be developed for these hydrocarbon fuels. Experimental and numerical studies are in 
progress. 

TECHNICAL DISCUSSION: 
Diesel and JP-8 comprise hundreds of ahphatic and aromatic hydrocarbon compounds. 

The major components of these fuels are straight-chain paraffins, branched-chain paraffins, 
cycloparaffins, and aromatics. Detailed chemical-kinetic mechanisms describing autoigni- 
tion and combustion of a number of these compounds are not available. In this research 
surrogate diesel and surrogate JP-8 each preferably made up of three hydrocarbon com- 
pounds will be developed. These surrogate fuels must reproduce various aspects concerning 
autoignition and combustion of diesel and JP-8. The aliphatic hydrocarbon fuels consid- 
ered here are heptane, decane, and dodecane. The aromatic hydrocarbon considered here 
is toluene. Numerical and analytical studies were carried out to elucidate the extinction 
and autoignition characteristics of ethane (C2H4), ethene (C2H6), propene (CsHe), and 
propane (CsHs) in nonpremixed and premixed systems. It is of importance to obtain an 
improved understanding of the chemical-kinetic mechanisms of combustion of these fuels 
because they are considered to be subsets of chemical-kinetic mechanism of combustion of 
higher hydrocarbon compounds that include heptane, decane, and dodecane. An exper- 
imental and numerical study was performed to elucidate the chemical-kinetic mechanism 
of combustion of toluene. 

Nonpremixed and Premixed Extinction and Autoignition of C2H4, C2H6, C^H&, and CsHs 

Experimental studies were conducted on laminar nonpremixed and premixed flames 
stabilized in the counterflow configuration.  The fuels tested were ethene (C2H4), ethane 
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(CaHe), propene (CaHe), and propane (CaHg). Studies on nonpremixed systems were car- 
ried out by injecting a fuel stream made up of fuel and nitrogen (N2) from one duct and 
an oxidizer stream made up of air and N2 from the other duct. Studies on premixed sys- 
tems were carried out by injecting a premixed reactant stream made up of fuel, oxygen, 
and nitrogen from one duct, and an inert-gas stream of N2 from the other duct. Critical 
conditions of extinction were measured by increasing the flow rates of the counterflowing 
streams until the flame extinguishes. Critical conditions of autoignition were measured 
by preheating the oxidizer stream of the nonpremixed system and the inert-gas stream of 
the premixed system. Experimental data for autoignition were obtained over a wide range 
of temperatures of the heated streams. In addition for premixed systems experimental 
data were obtained for a wide range of values of the equivalence ratio including fuel-lean 
and fuel-rich conditions. Numerical calculations were performed using a detailed chemical- 
kinetic mechanism and compared with measurements. This study highlights the influences 
of nonuniform flow field on autoignition in premixed systems that were not available from 
previous studies using shock tubes. For the premixed system considered in this study the 
changes in the strain rates at extinction with equivalence ratio were found to be similar to 
previous observations of changes in laminar burning velocities with equivalence ratio. The 
studies on autoignition in the premixed system show that the temperature of the inert-gas 
stream at autoignition reaches a minimum for a certain equivalence ratio. For premixed 
systems abrupt extinction and autoignition were not observed if the value of the equiva- 
lence ratio is less than some critical value. This critical value of the equivalence ratio was 
found to depend on the strain rate. 

Chemical Kinetic Study of Toluene Oxidation 

This study was performed in collaboration with W. J. Pitz and C. K. Westbrook from 
Lawrence Livermore National Laboratory, Livermore, California, J. W. Bozzelli and C.-J. 
Chen from New Jersey Institute of Technology, Newark, New Jersey, I. Da Costa, R. Four- 
net, F. Billaud, and F. Battin-Leclerc from CNRS-ENSIC, Nancy, France. The objective 
of this study was to elucidate the chemical-kinetic mechanism of combustion of toluene. A 
detailed chemicaJ-kinetic mechanism for toluene was improved by adding a more accurate 
description of the phenyl -f O2 reaction channels, toluene decomposition reactions and 
the benzyl -I- O reaction. Results of the chemical kinetic mechanism were compared with 
experimental data obtained from premixed and nonpremixed systems. Under premixed 
conditions, predicted ignition delay times were compared with new experimental data ob- 
tained in shock tube. Also, calculated species concentration histories were compared to 
experimental flow reactor data from the literature. Under nonpremixed conditions, crit- 
ical conditions of extinction and autoignition were measured in strained laminar flows in 
the counterflow configuration. In this configuration a fuel stream made up of prevaporized 
toluene and nitrogen was injected from one duct, and a mixture of oxygen and nitrogen from 
another duct. Numerical calculations were performed using the chemical-kinetic mechanism 
at conditions corresponding to those in the experiments. Critical conditions of extinction 
and autoignition were predicted and compared with the experimental data. Comparisons 
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between the model predictions and experimental results of ignition delay times in shock 
tube, and extinction and autoignition in nonpremixed systems show that the chemical- 
kinetic mechanism predicts that toluene/air is overall less reactive than observed in the 
experiments. For both premixed and nonpremixed systems, sensitivity analysis was used 
to identify the reaction rate constants that control the overall rate of oxidation in each of 
the systems considered. Under shock tube conditions, the reactions that influence ignition 
delay time were H + O2 chain branching, the toluene decomposition reaction to give an H 
atom, and the toluene + H abstraction reaction. The reactions that influence autoignition 
in nonpremixed systems involve the benzyl + HO2 reaction and the phenyl + O2 reaction. 

Autoignition of Heptane, Decane, and Dodecane 

A new counterflow burner was built to carry out autoignition experiments on liquid 
hydrocarbon fuels. In this configuration a heated mixture of air and nitrogen is injected 
from a duct. This heated mixture flows against fuel evaporating from a liquid pool. The 
level of the liquid pool is accurately controlled. The temperature of the mixture of air 
and nitrogen is increased until autoignition takes place. The strain rate at autoignition is 
recorded. 
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Figure 1: The oxidizer temperature at autoignition, r2j, as a function of the strain rate, 02, 
for nonpremixed systems. The symbols represent measurements and the lines are results 
of numerical calculations. The oxidizer is air 
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SHOCK TUBE MEASUREMENTS OF IGNITION PROCESSES 
IN DIESEL-RELATED FUELS 

ARC Contract No. DAADl9-01-1-0597 

Principal Investigator: Ronald K. Hanson 

Mechanical Engineering Department 
Stanford University, Stanford CA 94305-3032 

SUMMARY/OVERVIEW: 

We report results from the first year of a three-year program of basic research aimed at 
improving knowledge of the combustion kinetics behavior of diesel-related fuels. The work is 
intended to support efforts underway in other laboratories to improve diesel engine performance. 
Research is being conducted in two Stanford shock tube facilities and focuses on two topics: (1) 
measurements of shock-mduced ignition time and individual species concentration time-histories 
measurements during the combustion of diesel-related gas-phase fuels, and (2) fimdamental 
studies of fuel sprays in a new aerosol shock tube using state-of-the-art optical diagnostic 
techniques. 

TECHNICAL DISCUSSION: 

Ignition Time and Species Concentration Time-History Measurements 

Validation of hydrocarbon oxidation reaction mechanisms and development of new and 
improved reduced mechanisms require a reUable database of experimental combustion targets; 
such data are often drawn from experiments in shock tubes, flames or flow tube reactors. 
Though a limited amount of shock tube ignition time data presently exists for some fuels, these 
data exhibit substantial scatter and are of varymg rehability. By contrast, data for stable species 
in flames or bench-top reactors have often been used to tune reaction mechanisms, but little or no 
data is available on transient radical species, such as OH or CH3, that play an important role in 
ignition processes. To help remedy these deficiencies, we are currently working to establish a 
new database of ignition time and species (minor and major) concentration time-history 
measurements to be acquired in shock tube studies of the major components of practical fuels 
and for surrogate fuel mixtures [1-4]. This database will include studies of fuel components such 
as n-alkanes, branched alkanes, alkenes, aromatics, and diesel surrogate mixtures. 

Thus far, we have measured shock tube ignition times for four n-alkanes, namely 
propane, n-butane, n-heptane and n-decane, and two branched alkanes, iso-octane and iso- 
butane. These ignition time delays were measured behind reflected shock waves over the 
temperature range of 1200-1700 K, pressure range of 1-6 atm, fuel concentration 100 ppm to 
1%, and stoichiometric ratios of 0.25 to 2.0. Ignition delay times were measured through the 
shock tube endwall using CH emission at 431 nm.    A parametric study of the n-alkane 
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experimental data reveals marked similarity of the ignition delay time characteristics among 
these four n-alkanes, and a correlation was developed in which the stoichiometric ignition time 
data for all four n-alkanes could be described in a single expression. Comparisons to past 
ignition time studies further validated this correlation. 

OH radical concentration time histories were measured behind reflected shock waves in 
n-alkane/02/Ar and branched alkane/Oa/Ar mixtures. OH concentrations were measured using 
narrow-linewidth ring-dye laser absorption of the Ri(5) line of the OH A-X (0,0) band at 306.5 
nm. These OH concentration time history measurements were compared to model predictions 
performed with current detailed oxidation mechanisms. In the iso-octane mixtures, the rapid 
formation of OH coincident with the decomposition of iso-octane is evident in the first 10 |is, but 
the OH radicals are then rapidly scavenged and the intermediate plateau concentrations of OH 
are far lower than foimd, for example, in n-heptane mixtures. See Fig. 1. To our knowledge, 
these data provide the first extensive measurements of ignition times and OH concentration time 
histories for low-concentration iso-octane auto-ignition, and hence provide a critical contribution 
to the database needed for validation of a detailed mechanism for this primary reference fuel. 
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Figure 1. OH concentration time histories in these experiments were measured using narrow-linewidth 
ring-dye laser absorption at 306.5 nm in a shock tube. The OH concentration plateau is suppressed before 
ignition in the iso-octane experiments, but not in the n-heptane experiments. 

Shock Tube Studies of Fuel Sprays 

We have begun the study of two-phase flows in shock tubes. 

Liquid fuels are predominant in mobile energy-conversion systems such as gas turbine 
combustors and internal combustion engines. While previous researchers have studied 
combustible sprays in shock tubes to leam about droplet breakup, evaporation, and ignition 
times, these studies generally have applied commercial injectors with wide droplet size 
distributions and relatively large droplets. Since the combustion of a two-phase mixture is 
strongly dependent on size-dependent droplet heating and evaporation rates, the results have 
largely been qualitative in nature, confiised by the droplet size distribution, or quantitative only 
in specific situations.   The objective in this aspect of our shock tube kinetics research is to 
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establish a method that produces a two-phase mixture with a narrow size distribution so that the 
behavior of droplets of a specific size class can be studied independently in a shock tube. 

A survey of the literature demonstrated that a number of techniques are available to 
create monodisperse sprays. For the size of droplets that we are most interested in, 1-20 microns 
in diameter, condensation of droplets from a vapor appears to be the most promising technique. 
We have buiU a small spray/shock wave interaction facility (See Fig. 2) and are exploring 
various methods of aerosol formation includmg one based on vapor cooling using liquid 
nitrogen. We plan to inject a variety of aerosol/gas phase mixtures, both non-reactive and 
reactive, to with a goal of achieving a spatially uniform distribution m a test section adjacent to 
the reflected end of our shock tube. Subsequently, experiments will examine aerosol behavior 
over a wide range of shock strengths and initial conditions. This experimental format should 
permit study of the foil range of spray/shock interactions from simple evaporation, through 
ignition, to detonation. Parallel to this, laser diagnostics will be developed to measure droplet 
size and loading, foel vapor concentration, temperature, transient species concentration time- 
histories, and to image reactive flow structures (e.g., detonation waves). The first shock tube 
experiments will employ multi-wavelength, tunable diode lasers and fixed-frequency HeNe 
(632.8 imi and 3.39 |im) lasers for absorption and extinction measurements. Thus far we have 
observed the evaporation of an H2O aerosol (rvso = 2.7 \im, 10 ppm by volume) in a nitrogen bath 
gas behind Ms =1.6 shocks. 

PLIF imaging 
system 

TDL (multi-wavelength) and 
HeNe (632.8 nm & 3.39 fim) 
laser absorption and 
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Aerosol 
generator 

Figure 2. Aerosol spray/shock wave interaction facility. 
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Autoignition and Burning Speeds of JP-8 Fuel at High Temperatures and Pressures 
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Summary 
An experimental facility has been built to measure burning speed and study autoignition 

of JP-8 fuel at high temperatures and pressures. It includes two combustion chambers, spherical 

and cylindrical, optical set up and also a high temperature oven. Burning speed of fiiel-oxidizer- 

diluent mixture is determined form the pressure rise during a combustion process using a 

thermodynamic model based on the conservation of mass and energy. 

Technical Discussion 
The   experimental   facility   consists   of two   combustion   chambers   (spherical   and 

cylindrical), charging apparatus and a data acquisition system. The cylindrical combustion 

chamber has been used to visualize the flame and investigate the existence of structural 

instabilities. The spherical chamber consists of two hemispheric heads made from SAE 4140 

alloy steel that are bolted together to make a 15.24 cm (6 inch) inner diameter sphere [1]. The 

chamber is designed to withstand pressures up to 425 atm. The cylindrical chamber has been 

designed to be as nearly identical as possible to the spherical chamber, with an aspect ratio of 

one. The inner diameter of the cylindrical chamber is 13.33 cm (5.25 inch) [2]. Windows with 

15.24 cm (6 inch) diameter are mounted in the end caps of the cylindrical chamber to provide 

optical observation of the flame using shadowgraph technique. A high speed CCD digital video 

camera, with variable speeds of up to 8000 frames/second, is used for flame visualization. 

The chamber can be heated to 500 K m an oven. Thermocouples mounted at several 

locations are used to monitor the exterior temperature of the chamber and a thermocouple 

inserted through one of the chamber ports is used to check the initial temperature of the gas 

inside the chamber. 
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The theoretical model used to calculate burning velocity from the pressure rise in a 

constant volume chamber is based on one previously developed by Metghalchi and Keck [3] and 

[4] with some modifications [5], [6]. In this model, gases in the chamber are divided into three 

parts as shown in Figure 1. The first is the burned gas in the center of chamber, the second is the 

uniform temperature unbumed gas around the burned gas, and the third is the portion of 

unbumed gas contained in the thermal boundary layer at the wall, which conducts energy to the 

chamber wall, where temperature is a function of location and time. The temperature distribution 

throughout the gas has been shown in Figure 1 at two different times. It is assumed that: 

The flame thickness is negligible for a flame radius greater than two or three centimeters. 

This condition will be achieved by the time that pressure begins to rise. Figure 2 shows the 

normalized flame thickness for lean methane-air mixture. In Figure 2 the mixture was initially at 

five atmosphere pressure, 5% diluent and equivalence ratio of 0.8. Flame front thickness can be 

calculated by using the Rallis and Garforth [7] derivation. It can be observed from Figure 2 that 

for radii larger than 2-3 cm the ratio of flame thickness to flame radius is negligible (on the order 

of 10 ) and consequently the stretch corrections are small. As the pressure increases the flame 

thickness decreases and this ratio will be even smaller at large radii. 

The flame front is smooth and spherical. 

The burned and unbumed gases are ideal gases. 

The core unbumed gas in the chamber is compressed isentropically from its initial 

condition. 

The burned gases are divided into shells in which the temperature is vmiform in each 

shell, but varies from shell to shell. Number of shells is proportional to combustion duration. A 

new shell is developed for every millisecond. Combustion duration varies between 50 to 150 

milliseconds. The gases in each shell are assumed to be in chemical equilibriiun and 

isentropically compressed as the pressure rises. As a result of this isentropic compression, gas 

temperature in each shell increases as flame propagates. 

The burning speed is calculated by the equation 

S^=mv^xlA^ (1) 

Where S„ is buming speed, m is the mass of the gas mixture in the chamber, v„ is the 

specific volume of the unbumed gas, x is the mass fraction buming rate and Aj is the flame 

area. The mass of the gas mixture is determined from the measured initial composition, 

temperature, and pressure. Properties of the unbumed gas such as specific intemal energy and 
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specific volume are determined using the JANAF Tables and pressure measurements. The 

properties of the burned gases are determined using the JANAF Tables and the STANJAN 

equilibrium code. Using the volume and energy equations, temperature and mass fraction of 

burned gas are determined iteratively: 

- = |v,d[x:' + jv„^d^' + jv,,^'      (2) 

-^ = \e,dx'+{e, dx'+{e,_,dx'(3) 
'"       0 X X 

Using this model buming speeds have been calculated for methane-air-diluent mixtures. 

The predictions of the GRI-Mech 3.0 model have been compared with flame speed 

measurements made in the spherical chamber for a wide range of conditions spanning both the 

high and low temperature regimes. The data used were limited to cases where corrections for 

stretch and curvature were negligible, i.e. flame radius much greater than flame thickness. The 

conditions imder which significant "cracking" or wrinkling occurred, were observed and are 

reported. 

Figure 3 shows a comparison between measured and calculated values of the buming 

speeds for stoichiometric methane-air mixtures at 1 atm pressure vs. imbumed gas temperature. 

It can be seen that for these conditions, which are m the high temperature regime, the PREMIX 

calculations are in excellent agreement with results of this study. Previously measured values 

reported by Kurata et al. [8], lijima et al. [9] and Sharma et al. [10] and Gottgens et al. [11] are 

also shown. 

Figure 4 shows the buming speeds along isentropes for stoichiometric methane-au:- 

diluent mixtures with initial pressures of 1 atm and diluent of 0-15%. Again the agreement is 

good with PREMIX calculations. Also in this figure the values of power law fit to the 

experimental data have been shown along with the actual data. 
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Figure 1.   Three different regions of gas in 
the combustion chamber. 
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SUMMARY/OVERVIEW: 

The focxis of our efforts in this research program is to determine the underlying 
mechanisms that control lifted flame stabilization and blowout in spray flames. A 
significant amount of data exists for the characterization of gaseous diffiision flames as a 
result of past research performed by the combustion community. In these studies, 
mechanisms of stabilization, the role of premixing and scalar dissipation have been 
examined to varying degrees in systems such as lifted laminar and turbulent difliision 
flames. One current priority is to experimentally analyze lifted spray flames and compare 
the mechanisms associated with spray flames to those observed in the gaseous diffusion 
flames. This report details the recent research performed in spray flames and describes 
the preliminary findings. 

TECHNICAL DISCUSSION: 

Description and quantification of the phenomena that control two-phase 
combustion processes are of great interest and importance, as most practical combustion 
devices initially introduce fiiel in the liquid phase. Understanding what mechanisms are 
responsible for flame stabilization, propagation, and blowout will serve to aid in future 
combustor designs of higher efficiency and reduced emissions. In order to develop better 
combustion technology, experimental work must be performed which explores the 
fimdamental aspects of spray flame behavior. 

In comparison to gaseous diffiision flames, relatively few studies have been 
performed to analyze the stabilization mechanisms associated with lifted spray flames. 
Within the past decade, more emphasis has been placed on the study of spray 
combustion, but the wide variety of burner designs and fuel injection strategies has often 
produced results that differ greatly and are not easily correlated. The method of fiiel 
injection has a significant effect on the flame characteristics. This effect arises due to the 
issue of fiiel vaporization and its associated time scale, which is a strong fiinction of 
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droplet size and distribution. The vaporization time scale now must be compared to the 
chemical and mixing time scales, and these relative comparisons will contribute to the 
different regimes observed in the flame. Two common choices for the injection of liquid 
fuel is to either utilize a spray nozzle similar to what is used in oil burning applications 
(i.e. an oil fiimace) or to implement what is known as an air-blast injector. Our group has 
selected to examine spray nozzles because of the ability to adjust the spray 
pattem(droplet distribution) and fuel flow rate. In addition, the spray nozzles are 
representative of typical automotive fuel injectors, which provides a connection between 
the research and real-world applications. Therefore, the way in which the fuel is 
introduced into the oxidizer flow field becomes much more critical in spray flames than 
in gaseous flames, and this complicated aspect of spray combustion indicates that much 
more experimentation must be done in order to understand how the relationship between 
fuel and oxidizer flows affects flame stabilization. Developing a better understanding of 
spray flame stabilization will allow comparisons to be made to the better characterized 
phenomena associated with gaseous diffusion flames. 

Sprays pose significant challenges to applying non-intrusive optical diagnostic 
techniques in combustion systems due to complicating factors such as attenuation and 
scattering of the probe beam, and interference from the droplets. Characteristics such as 
spray pattern, droplet size, velocity distribution, and oxidizer flow field play an important 
role in determining how the flame structures will exist [1]. Some previous experiments 
in spray flames [2,3,4] have reported that the flame can exhibit a double structure, 
originating at the leading edge, that diverges with increasing downstream location. This 
double flame structure is of interest with respect to both the nature of the flame and its 
effect on flame stabilization. Consequently, OH Planar Laser-Induced Fluorescence has 
been performed in the near field of an atmospheric ethanol spray flame. This laser 
diagnostic was selected by our group to map the reaction zones in order to gain insight to 
the flame characteristics. This planar imaging technique has been shown to satisfactorily 
mark the fuel-lean side of the flame front of hydrocarbon diffusion flames. It should be 
noted that in the case of premixed reacting flows, the OH radical can exist in the hot 
products of combustion and therefore will yield a signal which is indicative of post- 
combustion gases and not combustion. These premixed flame "false" signals, which can 
limit the ability to map reaction zones, can provide a distinction between areas which 
bum in either a diffusion or premixed mode. Typically, a diffusion flame will appear as a 
thin line of OH fluorescence, whereas a premixed flame will show "broad" regions of OH 
intensity which signifies both premixed reactions and hot products [5]. 

The burner utilizes an adjustable annular air co-flow surrounding an axisymmetric 
spray injector. Nozzles of varying flow rate, cone angle, and cone configuration supply 
the fuel spray. OH fluorescence from the flame is probed via the Ri(8) transition 
(281.252 nm) and is captured with an ICCD digital camera. Particular attention has been 
focused on the double flame structure that is observed in these spray flames. Contrary to 
the single flame structure observed in lifted non-premixed gaseous flames [6], the double 
flame structure appears as two diverging flame fronts originating at the stabilization 
point, consisting of an outer diffiision flame and an inner structure that possesses 
premixed flame characteristics, especially at locations downstream of the leading edge. 
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The inner flame structure bums primarily in a diffusion mode near the leading edge and 
evolves into a region indicative of premixed burning by the relatively large blotches of 
OH observed in the experimental data (see Figure 1). The degree of premixedness varies 
with experimental conditions, with some nozzle/co-flow combinations displaymg more 
premixed flame evidence than others. Local extinction at the lowest axial locations of the 
inner flame structure, caused primarily by the presence of large fuel droplets crossing the 
reaction zone, is thought to contribute to die premixing of reactants that ignite at 
downstream locations. It is believed the larger droplets feed the outer reaction zone 
while the smaller, easily vaporized droplets sufficiently mix with entrained or co-flow air 
to support premixed combustion in the inner reaction zone. One interesting observation 
was made for the two smallest fuel nozzles analyzed in the experiment. The case for no 
co-flow exhibited the "leading edge" phenomenon similar to that observed in lifted 
gaseous diffusion flames. The presence of a single flame structure with no inner flame 
zone indicates that there is not sufficient air entrainment to support combustion at the 
umer zone. Once co-flow is introduced, the flame is lifted enough to entrain oxidizer for 
inner zone combustion, hi general, while low-speed co-flow simply enhances the double 
structure with a minunal effect on hftoff height, the higher co-flow velocities create a 
well-Ufted flame that exhibits a highly fluctuating stabilization point and an unsteady 
double structure. 

This phase of the research has provided insight into the nature of spray flames, 
and fiiture efforts are auned at quantifying these spray flame mechanisms in order to 
better understand how the observed structures affect spray flame stabilization. The issue 
of flame blowout is also under the scope of investigation. Work is currently under way to 
study flame blowout in botii the gaseous and spray flames. Flame blowout is induced by 
exceeding either a critical fuel jet velocity or a critical co-flow velocity (where 
applicable). In either case, the flame base Ufts to a downstream axial location beyond 
which the flame cannot sustain itself without an external ignition source. Considerable 
work has been done to enhance blowout lunits, but there is still some question as to what 
mechanisms control blowout. The use of a high speed digital camera facilitates the 
analysis of these flames as they approach and achieve blowout. The evolution of the 
highly transient structures can be well documented with the camera, and a significant 
amount of insight can be obtained without relying upon a laser-based diagnostic 
technique. Future investigations may benefit fi-om laser diagnostics in order to look at 
specific mechanisms or phenomena. As mentioned before, utiUzing both spray and 
gaseous burners with similar co-flow configurations allow the best possible comparisons 
to be made given the innate differences between the two types of combustion. 
Understanding flame blowout will allow researchers to more efficienfly design methods 
for enhancing blowout limits and thus optimize the heat release in the flame which can be 
converted into useful work. 
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(a) 

(b) 

(c) 
Figure 1- OH images and photographs for a typical spray nozzle with (a) no co-flow, (b) 
0.29 m/s co-flow, and (c) 0.34 m/s co-flow. OH images display left half of flame base. 
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Summary/Overview 

This research focuses on fundamental investigations of mixing, chemical-reaction, and 
combustion, in turbulent, subsonic, and supersonic flows. It is comprised of an experimental 
effort; an analytical, modeling, and computational effort; and a diagnostics- and instrumentation- 
development effort. Computational studies are focusing on flmdamental issues pertaining to the 
simulation of multi-dimensional flows and turbulent mixing, and hydrocarbon flames. 

Technical discussion 

Experiments in progress investigate laminar-flame properties of premixed methane- and ethane- 
air mixtures, at atmospheric pressure, over a range of equivalence ratios, $, with a current focus 
on extinction strain rates against low-temperature walls. These are important in the context of 
cold-wall quenching of hydrocarbon flames. The experiments utilize a stagnation-flow 
configuration, similar to counterflow flames, introduced by Law and coworkers (Wu & Law 
1984, Law 1988, and Zhu et al. 1988), and rely on digital imaging of flame chemiluminescence, 
extensions to particle-streak velocimetry (PSV) for flow-field measurements, and independent 
jet-exit velocity measurements. Strained laminar flame-speed data, extrapolated to zero strain 
rate in the method of Law and coworkers (Wu & Law 1984), for both methane and ethane, show 
good agreement to previous data and vaUdate the experimental methodology. 
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Fig. 1 Extinction strain rates against a room-temperature stagnation plate. Smooth curves 
are least-squares fits to the data. Left: Methane-air. Right: Ethane-air (dashed curve for 
methane-air). 
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Figure 1 plots the measured local extinction strain rates, Oext, for methane-air and ethane-air 
mixtures, against room-temperature stagnation plates. Extinction is induced through a gradual 
increase in jet velocity as a frame sequence was recorded. Extinction conditions are derived from 
the last frame that captures a flame m each sequence. Error estimates derive from ensemble 
statistics (repeated experiments), or slope-error estimates from a single run, depending on 
individual image-data and streak suitability. Smooth curves are least-squares fit to the data and 
drawn to aid the eye. Stable rich flames, O > 1, are obtained with an inert surrounding ambient 
gas. Ethane-air extinction strain-rate values are somewhat higher than for methane-air mixtures, 
in accord with the higher flame speeds for this hydrocarbon-air mixture. The corresponding 
methane-air least-squares fit is included in the ethane-air figure for comparison purposes. The 
experimental work is part of the Ph.D. research of J. Bergthorson. 

A nimierical study of a cold jet impinging 
on a stagnation plate was performed to 
complement the experimental study. The 
code implemented a modification and 
extension of the PRISM spectral-element 
code (Henderson & Kamiadakis 1995) 
adapted for axisymmetric flow and the 
accommodation of the complex 
inflow/outflow boundary conditions of the 
experimental geometry. Figure 2 plots the 
flow streamlines for a cold impinging jet 
on the stagnation plate, at Re = 700. 
Figure 3 compares the computed 2D 
(axisynraietric) centerline axial velocity 
for an impinging jet, at Re = 1400 and 700 
(solid line) to experimental results 
obtained usmg Particle-Streak 
Velocimetry (PSV). Also plotted for this 
flow is the ID stream fimction solution to 
the full equations, as used in standard 

*5 - \\\\\\\\\\N 
Fig. 2 Direct numerical simulation of the 
impinging jet and near-field streamline pattern 
for a cold jet impinging on a stagnation plate. 

stagnation flame codes (Kee et al. 1988), computed by D. Goodwin. The numerical simulations 
are part of the Ph.D. research of K. Sone, in collaboration with D. Meiron and D. Goodwin. 

Experiments on flames presently in progress exploit the nearly completed KFS high-fiaming-rate 
digital-imaging system and focus on flame behavior and the associated flow field under 
conditions that result in transitions in flame behavior. The KFS Camera system is a custom 
camera system designed for high-speed, low-noise imaging applications, and is based on the 
KFS CCD image sensor, which has 1024x1024 pixels, 12 \im^, and 32 output channels. This 
was developed and characterized at JPL by M. Wadsworth, S. A. Collins, and S. T. Elliott. The 
32 output channels allow a 16-fold reduction in (readout time)x(noise figure)^ compared to a 
CCD with only 2 output channels. Camera head control and processing electronics were 
developed by D. Lang, in collaboration with S. Kaye, with mechanical design by P. Svitek and 
G. Katzenstein. The camera head contains the CCD clock drivers, 32 output amplifiers and local 
power regulators. D/A converters allow programming of the CCD clock and bias voltages for 
optimum performance. 
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Fig. 3. Experimental data and nximerical simulations of the centeriine axial velocity for an 
impinging jet. Lld^ = 1.424. Solid lines: Axisymmetric (2D) simulation using Prism code. 
Dashed line: ID streamfunction solution (D. Goodwin). Left: Re = 1400. Right: Re = 700. 
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Fig. 4. Image sequence of a transitioning ethylene-18% 02:(02 + N2), O = 0.7 flame, 
acquired with the KFS system at 80 ^s (12.5 ms framing period). 

Data 

Eight 4-channel A/D converter boards accommodate the 32 KFS-CCD channels. Each A/D 
channel has progranraiable gain, offset, low-pass filters, and correlated double sampling (CDS). 
The latter is required if a readout noise below -100 eVpixel is to be achieved. Each channel is 
digitized to 12 bits and compressed (lossless compression) before being stored in RAM. Each 
A/D converter board has 512 MB of RAM, for a total of 4 GB. Approximately 4000 frames can 
be stored in RAM, assuming a conservative 1.5:1 compression ratio.  A timing board provides 
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master timing signals to the camera head, A/D converters, and other external devices (lasers & 
chopper wheels). A power board provides power and shutter-driver electronics for the camera 
head. A computer with National Instruments LabWindows CVI provides overall control, image 
display, and local disk storage. At a 10 ms readout time (100 ^s with a pulsed light source), 
readout noise is in the range, 23.2 ± 2.5 eVpixel. At a 5 ms readout time (200 ^s with a pulsed 
light source), noise is in the range 28.6 ± 3.5 eVpixel. These represent a considerable advance 
over altemative imaging devices (factor of 3-4); a significant difference given that noise is 
approxunately proportional to the square root of detected light amplitude. 

Figure 4 depicts the fu-st laboratory 
image sequence recorded with the 
BCFS camera system. It is a premixed 
ethylene-02-N2 flame transitioning 
&om a stretched, approximately flat, 
flame to a Bunsen flame. The 
mixture is diluted with N2 to a 
reduced oxygen content of 18% 
02:(02 + N2) and an equivalence ratio 
of O = 0.7. The frame sequence was 
acquired at 80fys, with a 7.5 ms 
exposure and a 5 ms readout time per 
frame. The middle four frames are 
consecutive images, while the first 
and last are some time before and 
after the transition to show the two 
stable flame configurations for 
reference. Two new simulations of 
Rayleigh-Taylor (RT) instabiUty 
were completed. The first (Case D) is 
a (512^x2040)-grid (0.56x10' nodes) 
calculation and achieved a Reynolds 
number of Re = 5500. It was 

performed on 1024 processors of Blue-Pacific at the Lawrence Livermore National Laboratory, 
requiring approximately twelve months to complete. The second simulation (Case C-) was run at 
a lower density ratio on a 256^x1024 grid, and is the first of a series to explore density-ratio 
effects. Data from previous RT simulations (Cook & Dimotakis 2001: Cases A, B, and C) were 
used to study mixing. They differed only in their initial perturbation spectra, i.e., i^A < *B < kc, 
where ^A, *B, and kc denote the peak-amplitude wavenumber, respectively. Figure 5 plots the 
logarithm of the scalar dissipation (mixing) rate, x, for Cases A and C. Large values of % are 
organized in sheets, as observed in other turbulent flows. In Case A, the sheets correlate with the 
caps of the ascending/descending plumes and with inter-vortex regions associated with 
secondary Kelvin-Helmholtz instabilities. In Case C, the structure of the flow is not as manifest. 
These visualizations and pdf s of x show that mixing is distributed throughout the mixing zone. 

Fig. 5 Scalar dissipation rate field. Case A (left) at 
tH= 1.84,2.69. Case C (right): t/x = 3.04, 4.01. The 
grayscale values chosen such that 95% of the total 
dissipation rate is visible. Also shown are isoscalar 
contours: X= 0.5 (red) and A'= 0.1 and 0.9 (blue). 
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Fig. 6 Data analysis at tlx = 4.16 
(dotted), 4.33 (dashed), 4.48 (solid). 
Top: coverage dimension. Bottom: 
normalized resolved surface area. 

Three-dimensional isoconcentration surfaces in 
turbulent flow can be related to surface-to-volume 
ratio measures needed to quantify mixing. An issue 
in this study was their geometrical statistics. These 
were investigated in terms of the coverage 
dimension, defined as, 

dbgAW 
'^ ^ dlogX 

where A^3(X,) is the number of cubes of size A, 
required to cover the 3D level sets. Figure 6 (top) 
shows the coverage dimension, D^QC), for Case C for 
three, late-time 3D fields. The observed dependence 
of the coverage dimension on the scale X, is as 
expected for level sets transitioning fi-om smooth 
geometry, at diffusion scales, to space-filUng 
configurations at large scales, and is similar to that 
found experimentally in turbulent jets (Catrakis & 
Dimotakis 1996). Figure 6 (bottom) shows the 
isosxirface surface area normalized by the initial 
interfacial area as a fimction of the coverage 
(resolved) scale, X. The curves collapse at large 
scales and deviate from one another at inner 
(viscous) scales, indicating increasing surface area as 
time and Reynolds number increase. 

The research on RT flow mixing is performed by T. 
Mattner and B.-E. Gurret, in collaboration with A. 
Cook (LLNL), and is cofimded by the Caltech 
DOE/ASCI center. 

Experimental investigations are in progress on the aerodynamic control of intemal flows, as 
occur, for example, in subsonic diffusers and scramjet combustors. Recent work has focused on 
subsonic flow over a backward-facing perforated ramp, using the (H2 + N0)/F2 chemical system 
to explore the effects of heat release and to measure mixing between the two streams. 
Diagnostics include upper- and lower-guidewall pressure measurements, total pressure and 
temperature measiorements at the test-section exit, and schlieren images recorded on a 1024 - 
pixel, 30 Q)s camera. Previous non-reacting work has demonstrated the ability to control various 
aspects of the flowfield, such as the pressure coefficient and exit velocity profile, via variable 
mass-injection through the perforated plate. Similar effects can be achieved with lower mass 
injection through heat release, i.e., the dilatation from the chemical reaction. Figure 7, left, shows 
the variation of the upper-guidewall pressure coefficient with increasing mass injection for non- 
reacting flow. The freestream velocity for these runs is f/i 2 120 m/s. Figure 7, right, shows the 
results for chemically reacting flows, with variable heat release through increased reactant (H2, 
F2) concentrations, at the same U\, and an injection velocity of 172 = 11 m/s. Dilatation from the 
chemical reaction plays the same role as additional mass injection. Mass injection requirements 
are seen to lower (roughly, half) in the chemically reacting case (4% H2/F2), for the same 
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pressure coefficient. Similar effects are found in the downstream velocity profiles. As mass 
injection ratio is increased, the recirculation zone downstream of the ramp is pushed further 
downstream. Similar effects are seen with heat release at constant mass injection ratio. Work in 
progress is focusing on quantifying mixing, taking advantage of the (H2 + NO) / F2 chemical 
system. This work is part of the Ph.D. research of M. Johnson and is performed in collaboration 
with G. Katzenstein, E. Dahl, and D. Lang. 

0.25 

0.2 

0.15 

-«   0.1 

0.05 

-0.05 

-0.1 

-B   U,= 8.6 m/s 
-A   Uj= 8.8 m/s 
-0  Uj= 11 m/s 
-0  U,= 13 m/s 
-V   U,= 17 m/s 

'   '  
0.2 0.4 0.6 

X/L 
0.8 

1   I   I   I 

0.25 - 

0.2 - 

0.15 

—   0.1 
>< 

0.05 

-0.05 

-0.1 

-e  Inert (U, = 11 m/s) 
-A   1%H,;FJ 
-^   2% H,;F,] 
-e   4% H^;FJ 

0.2 0.4 0.6 
X/L 

r   I   I   I   I   I   I   I I   r   I   I 

Fig. 7 Upper (high-speed) guidewall pressure coefficients for non-reacting (left) and reacting 
(right) flows over a perforated ramp. 
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SUMMARY/OVERVIEW 

Research at West Virginia University has led to the construction of a prototype 

two-stroke, crankless, linear free-piston compression ignition engine, and an 

accompanying time-based mathematical model. The engine consists of two linked 

opposed pistons connected by a connecting rod with a permanent magnet alternator 

attached to the reciprocating shaft. The piston motion of the linear engine is not 

mechanically defined, but results from the balance of pressures, altemator loading, and 

fiictional forces in the opposing cylinders. The model utihzes both thermodynamic and 

heat transfer models, as well as dynamic models to predict the effect of changing engine 

physical parameters, such as bore and stroke, as well as changing internal parameters 
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such as alternator loading and injection timing. Results from the laboratory and the 

model indicate that low translating mass and high reciprocating speeds are desirable to 

increase engine power densities, and to decrease engine inefficiencies. Since the linear 

engine possesses no crankshaft, the direct extraction of usefial mechanical work is 

unpossible, necessitating the use of an electrical or fluid-power device. The proposed 

linear engine will power a permanent magnet linear alternator, for use as compact, high 

power, electrical power generation. 

TECHNICAL DISCUSSION 

Research conducted at West Virginia University in both modeling and 

successfully operating a two-stroke linear engine have shown some operating 

characteristics for these type devices. 

Several cases have been examined using various engine parameters. Table 1 

shows engine parameter values used as a base control case. 

Table 1. Base values used in model. 

Bore (mm) 75 
Stroke (mm) 71 

Mass (kg) 4 
Load, Ca (N-sec/m) 50 

Lambda (K) 4 
Injection Position (mm) 3 
Combustion Ehiration (s) 0.0035 
Diffusive Bum, Qd (%) 80 
Premixed Bum, Qp (%) 20 

Lambda is the lambda ratio, or air/fuel ratio relative to stoichiometric air/fuel 

ratio. The premixed and diffusive bum percentages were taken to represent the ratio set 

for premixed to diffusive combustion. In most modeling 20% of the bum was assumed to 

be premixed, with 80% diffusive.   Due to the physical configuration of the proposed 
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model, injection timing was position based. In the base case injection was set to occur 

3mm before the piston reaches maximum stroke. The variable Ca was used to affect the 

amplitude of the sinusoidal load fimction applied to the model. An increase in Ca leads to 

an increase in the load applied to the altemator. The simulated alternator load is based on 

a permanent magnet machine with resistive load. A similar approach was used in 

previous modeling efforts at West Virginia University. 

f, = (C.)fsm^ 
TDC 

Equation 1 

The equation form reflects that the voltage is influenced by the position and velocity of 

the translator in the stator. The equation yields a peak load for the highest product of 

velocity and proximity to the center point. Figure 1. illustrates the typical shape of the 

load modeled. 

10 20 30 40 50 

Translator Position [mm] 

Figure 1. A typical load shape considered in the analysis 
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Table 2 contains output data for the base case. The effects of varying translator mass, 

changing premixed to diffusive b\im ratio, earlier and later injection position, and varied 

load values were examined. 

Table 2. Base case output data 

Power Output (kW) 7.1 
Reciprocating Frequency (Hz) 56.2 

Friction (N) 60 
Compression Ratio 36.6 

Indicated Efficiency (%) 40.86 

Increasing engine reciprocating mass has the effect of lowering the operating 

frequency while increasing the operating compression ratio and peak in-cylinder 

pressures. A further conclusion reached is that the amount of energy needed to reverse 

the piston motion for a heavier translator is greater, indicating lower efficiency. Since 

there is no "flywheel" effect from the translating mass the energy used in the previous 

cycle is mostly lost, except for the air spring effect afler the intake port closes. It is 

therefore advantageous to operate the engine at high speeds with low translating mass, 

allowing for higher power densities and greater efficiency. The effect of increasing 

bore/stroke ratios for a given translating mass has also been shown to increase 

reciprocating speed, with the accompanying improvements in power density and 

efficiency. Other research has been conducted into the effects of injection timing, 

duration and shape, on piston motion reversal and energy efficiency. 

The linear engine offers the potential to generate and deliver power without the 

need to convert linear piston motion to rotary crankshaft motion. An idealized model of a 

linear engine, consisting of two pistons linked by a solid rod has revealed the relationship 
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between stroke, compression ratio, heat input, operational frequency and other 

parameters. The diesel prototype showed successful characteristics in the testing 

performed, and it is the intent of the researchers to operate the linear engine-alternator 

combination and verify the model 
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SUMMARY/OVERVffiW 

The primary objective of this work is to investigate the ability of the lattice 
Boltzmann method to simulate scalar mixing, chemical reaction and ultimately turbulent 
combustion. Simulations of initially non-premixed binary mixtures yield scalar 
probability distribution functions that are in good agreement with direct numerical 
simulation (of Navier-Stokes equation) data. One-dimensional chemically-reacting flow 
simulation of a premixed mixture yields a flame speed that is consistent with 
experimentally determined value. These results serve to establish the feasibility of the 
lattice Boltzman method as a viable tool for computing turbulent combustion. 

TECHNICAL DISCUSSION 

In an effort to establish the suitability of lattice Boltzmann method (LBM) for 
turbulent combustion, two building block problems are considered: (i) scalar mixing and 
(ii) one-dimensional chemically reacting flow. The details are given in the reference by 
Yu, Luo and Girimaji (2002)^^1 A brief description of the study is now presented. 

Two species (presumably fuel and oxidizer) generically labeled as black and 
white are initially segregated and randomly distributed in the computational domain 
which in the present case is a square box. Mesh size is set 500 x 500. The macroscopic 
velocity is set everywhere to zero corresponding to a pure diffusion problem. It should be 
mentioned here that the mesoscopic velocities are non-zero. At the continuum level, the 
mixing example considered appears as a pure diffusion problem without any advection 
velocities. However, at the mesoscopic level, each of the components is associated with 
non-zero velocities. Scalar mixing in a multi-component flow is truly more significant 
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than simple passive scalar mixing. Due to the kinetic nature of the LBM, the extension of 
this method to cases with non-trivial macroscopic velocity field is straight forward. This 
problem epitomizes the scalar mixing issues encountered in a typical non-premixed 
combustion application. The initial values for the number densities are n** = 1.0, n* = 0.0 
in region of the black species and n* = 1.0, n** = 0.0 in region of white species. 
Simulations are performed for two different sets of relaxation time scales: 1^= x* =1.0 
and -r* = X*' = 30.0. Citing homogeneity of the scalar field, periodic boundary conditions 
are used in all directions. The LBM methodology permits simulation of mixing between 
species of equal or unequal number and mass densities with equal facility. However, in 
continuum based methods, mixing between species of imequal mass densities is not 
straight-forward. This represents a fiindamental advantage of the LBM over continuum- 
based methods. The equal mass case is particularly interesting as the results can be 
directly compared with directed numerical simulation (DNS) of Navier-stokes equation 
data of Eswaran and Pope^^l   In this case, the number density and mass density are 
equivalent since the molecular weight of the two species are identical. Figure 1(a) shows 
the time evolution of the probability density fimction (pdf) of scalar in which 
p=(p''-i3'')\(p''+p'*'). The corresponding DNS^^^ data is shown in Figure 1(b). The LBM 
and DNS data show excellent agreement. In particular, the change of the pdf shape from 
the initial double-delta shape through a nearly imiform distribution to, finally, a 
Gaussian-like distribution is well captured by the LBM results. It deserves mention here 
that many other mixing models do not, even qualitatively, capture the form of pdf during 
evolution. The time evolution of the root-mean-square (rms) of scalar fluctuations 
obtained from LBM also compare well with that from DNS^^^figure not shown) for an 
appropriate choice of relaxation time scale. In Figure 2, the evolution of the pdf of the 
number density in imequal mass case is shoAvn. (The initial distribution of the species is 
the same as in previous case.) This problem is not easily solved in the continuvmi-based 
methods. Since the average number density is identical for both species, the final pdf 
distribution is symmetric about the mean value for each species.  However, the 
intermediate forms of the pdf are quite nonsymmetric, demonstrating that the mixmg 
process in this case is quite different from the equal-mass case even if the final 
distributions are similar. In ongoing work, we attempt to acciu^tely characterize the 
relationship between the time-constant and diffusion coefficient^^^ Here, it suffices to say 
that given the right time-constant, the LBM captures the DNS behavior well, qualitatively 
and quantitatively. 

In a reacting flow, the state of the fluid at any given point in space and time can 
be completely specified in terms of fluid velocity, composition vector (either in terms of 
mass fraction or concentration) and temperature. We need to develop the LBM for all 
these variables. For generating a background flow, the conventional LBM substeps of 
relaxation and convection are used. However for the temperature and concentration 
fields, there is an extra substep between those substeps to account for reaction. This is 
identical to the time-splitting approach used in continuum methods for chemically 
reacting flows. The simplest non-trivial case when reaction can be studied without the 
complicating effects of mixing is the case of 1-D flame propagation through a 
homogeneous premixed mixture(C3Hg +5O2 =» SCOj +4H2O). The background flow 
maintains both the pressure and velocity fields uniform in space and time. A heat source 
is placed at a location close to the inlet to ignite the mixture. Once ignition is achieved. 
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Figure 2 shows that JP-8 contains more pufFms that have 7 to 0 carbon atoms. The model 
showed that these light compounds would start the engine in the first cycle, in spite of 
their low CN. 

COMPARISON BETWEEN MODEL PREDICTIONS AND EXPERIMENTAL 
RESULTS 

Cold Start experiments were conducted in a cold room, on a single-cylinder, direct- 
injection, 4-stroke-cycle, air-cooled diesel engine, using DF-2 and JP-8 fuels. The results 
of the cylinder gas pressure and instantaneous angular velocity of the engine are shown in 
Fig.3, for two ambient temperatures: 10°C and 0°C. In both cases the cranking period for 
JP-8 was shorter than that for DF-2. Results of tests at other ambient temperatures 
supported this trend. 
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Fienre 3. Comnarison between the crankins cvcles for DF-2 and JP-8 

CONCLUSIONS f 

l.A first generation simulation model for the cold-start cranking-period has been 
developed. The model indicated: (a) CN alone is not a good indicator of the number of 
cranking cycles and (b) Fuel volatility is as important as CN in controlling the cranking 
period. 
2.A new auto-ignition mdex (AI) is developed to predict the cranking period. 
3.The model predictions indicated that the volatile paraffin components of the DF2 and 
JP8 are the initiators of the autoignition process at the end of cranking period. 
4.The model predictions agreed with the results of experiments on a single-cylinder 
diesel engine. 

RECOMMENDATIONS 

1.Develop a second-generation model based on experimental data for the vapor pressure 
of the actual fuels as a function of temperature. 
2.Combine the combustion instability model and the cranking prediction model to predict 
the HC (white smoke) emissions. 
3.Extend the model to multi-cylinder heavy-duty diesel engines. 
4.Apply the model to determine the electronic control strategies to reduce the cranking 
period, combustion instability and HC (white smoke ) emissions. 
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the heat source is removed. At subsequent times the flame propagates to the right. Initial 
conditions are set as following: The values of pressure and velocity are set at p = 1, Ux = 
Uin= 0.1, Uy = 0.0. Both fields are maintained uniform at all times in this simple case. The 
temperature is set at T = 300V everywhere except at x = 50 where a heat source is 
placed widi Tsouice = 1500"K to ignite the mixture. The hot spot is removed after the 
mixture ignites. The mass ratio of nitrogen is YN2 = 0.7375. The well-premixed mixture 
consists of propane and oxygen with the mass ratios of YCSHS = 0.2252, Y02 = 0.0373. 
The mass fractions of the products are initially set to zero: Yco2 = YH_2O = 0.0. Periodic 
boimdary conditions are used at the top and bottom boundaries and the fiilly developed 
boundary condition is applied at the outlet. At the inlet, the initial conditions are 
maintained. In Figure 3, the flame position is shown as a fimction of time. The flame 
location is identified as the position with the highest reaction rate at any given time. The 
linear variation of flame location with time (in Figure 3) indicates that the flame 
propagates at a nearly constant rate. This flame speed can be easily estimated from 
knowing the flame position at initial (tf = 0; xn = 50) and final (tf = 4000; Xfi = 406) times. 
The flame speed thus calculated is vf = [xfl(tf)-Xfl(ti)]\(tr-ti) = 0.0089 in lattice units. 
Knowing the flame speed, the burning velocity can be easily determined: SL = Um-Vf. In 
the above, Uin is the reactant velocity at the inlet (which is maintained uniform throughout 
the flow-field). The burning velocity thus obtained will be in lattice units. This can be 
converted into metric units as follows: SL = Up(ui„ - Vf)\(Uin).The resultmg burning 
velocity is SL = 0.11 m/s which compares extremely well with the value obtamed from 
experiments for a propane-air flame^''^. Figure 4 shows that the reaction rate profile in the 
reaction zone as time evolves. Simulations indicate that flame behavior is sensitive to the 
magnitude of the heat source. 

Based on these simulations, we conclude that LBM can perform adequately for 
more complicated turbulent combustion simulations. 

References 

[1]. H. D. Yu, L.-S. Luo and S. Girimaji, Scalar Mixing and Chemical Reaction 
Simulations Using Lattice Boltzmann Method, International Joumal of Computational 
Engineering Science, in press. 

[2].V. Eswaran and S.B. Pope, Direct Numerical Simulations of die Turbulent mixing of 
a Passive Scalar, Physics of Fluids, 31,506(1988). 

[3]. L.-S. Luo, H. D. Yu and S. Girimaji, Binary Mixing Simulations Using Lattice 
Boltzmann Method, being prepared. 

[4].Yamaoka and H. Tsuji, Twentieth Symposium(Intemational) Combustion, The 
Combustion Institute, Pittsburgh, 1883(1982). 

116 



ii 

!&1J 

OS 

y     M                                     \      . 

(«) 

Fig 1: PdT evolution of number density with time in equal mass case 
(a)LBM;{b)DNS 

16 1 

14 Ught(nNte)q>edes 
■ 

12 

10 

6 \ 
, 

4 K 
2 jm^ 

Fig2 : Pdf evolution of number density with time in unequal mass case 
m':m"=2:l 

3.S 
<1t' 

tz50* 
3 

„ 2.5 tslMO t=MM MOM t>4«e* 

=     2 
O 

S 
S    1 

OLS ■ 

ISOa 2M* 3M« 
t (time step) 

2M 3M 
X (grid) 

wt        wo 

Fig 3: The llame position evolution with time Fig 4: Reaction rate proflle at dilTerent times 





FILTERED MASS DENSITY FUNCTION FOR SUBGRID SCALE MODELING OF 
TURBULENT DIFFUSION FLAMES 

Grant Number F49620-00-1-0035 

Principal Investigator(s): Peyman Givi and Farhad A. Jaberi 

Department of Mechanical and Aerospace Engineering 
University at Buffalo, SUNY 

Buffalo, NY 14260-4400 

SUMMARY/OVERVIEW: 

The specific objectives of this work are: 

(i)       To further develop and improve the "filtered density function" (FDF) methodology for 
closure of tiie subgrid scales (SGS) in turbulent reacting flows. 

(ii)      To implement the resulting SGS closure for large eddy simulation (LES) of turbulent 
diffusion flames. 

TECHNICAL DISCUSSION 

The filtered density function (FDF) [1] methodology has proven effective for large eddy 
simulation (LES) of turbulent reacting flows. The fimdamental property of the FDF methods is 
exhibited by the closed form nature of the chemical source term appearing in the transport 
equation governing the FDF. This property is very important as evidenced in several 
applications of FDF for LES of a variety of turbulent reactmg flows; see Ref [2] for a recent 
review. The encouraging results attained thus far warrant further improvements and 
implementations of LES/FDF for a wider class of reacting flows. Our efforts within the past 
year have been concentrated on doing exactly that. Specifically, we have been working on: 

(I)       Development of the FDF methodology for SGS modeling of the velocity field. 

(D)      Development of the jomt velocity-scalar FDF methodology. 

(DI)     Implementation of our previously developed FDF for LES of turbulent methane jet 
flames. 

Our efforts pertaining to (I) are summarized in Ref. [3]. In this work, a methodology termed 
the "velocity filtered density fimction" (VFDF) is developed. The exact transport equation 
governing the evolution of the VFDF is derived. It is shown that the effects of SGS convection 
in tiiis equation appear in a closed form. The xmclosed terms are modeled similar to that in 
PDF methods in Reynolds averaged sunulation (RAS) procedures [1]. In this way, the VFDF 
is at least equivalent to a second-order moment SGS closure. The modeled VFDF transport 
equation is solved numerically via a Lagrangian Monte Carlo scheme in which the solutions of 
the equivalent stochastic differential equations (SDEs) are obtained. The numerical scheme 
preserves the Ito-Gikhman nature of the SDEs [4] and provides a reliable solution for the 
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VFDF. The consistency of the VFDF fonnulation and the convergence of its Monte Carlo 
solutions are assessed. This is done via comparisons between the results obtained by the Monte 
Carlo procedure and the finite difference solution of the transport equations of the first two 
filtered moments of VFDF (LES-FD). With inclusion of all of the third moments from the 
VFDF into the LES-FD, the consistency and convergence of the Monte Cario solution is 
demonstrated by good agreements of the first two SGS moments of VFDF with those obtamed 
by LES-FD. 

The efforts pertaining to (11) are documented in Ref [5]. In this work, a methodology termed 
the "velocity-scalar filtered density function" (VSFDF) is developed. Compared to 
conventional LES, this approach has the advantage of treating chemical reaction in a closed 
form; and compared to scalar FDF, has the advantage of treating convective transport (of 
momentum and species) in closed form. These modeling advantages have an associated 
computational penalty. An exact transport equation is derived for the VSFDF in which the 
effects of the SGS convection and chemical reaction appear in closed form. The unclosed terms 
in this transport equation are modeled. Again, a system of stochastic differential equations, 
which yields statistically equivalent results to the modeled VSFDF transport equation, is 
constructed. These SDEs are solved numerically by a Lagrangian Monte Carlo procedure in 
which the ltd character of the SDEs is preserved. The consistency of the proposed SDEs and the 
convergence of the Monte Carlo solution are assessed. The VSFDF results are also compared 
with those obtained via existing SGS closures. It is expected that VSFDF will not be much 
more expensive than the scalar FDF, at least for multi-species turbulent flame simulations. 

In efforts pertaming to (III), we have used our previously developed scalar filtered mass density 
function (SFMDF) [6,7] methodology for LES of a piloted jet flame configuration as 
considered in the experiments of the Combustion Research Facility at the Sandia National 
Laboratory [8,9]. This flame has been the subject of broad investigations by other 
computational/modeling methodologies [10]. In the experiments, three basic flames are 
considered, identified by Flames D, E, and F. The geometrical configuration in these flames is 
the same, but the jet inlet velocity is varied. In Flame D, the fiiel jet velocity is the lowest and 
the flame is close to equilibrium. The jet velocity increases from flames D to E to F, with 
noticeable non-equilibrium effects in the latter two. 

So far, we have only considered Flame D. For LES of this flame, combustion is modeled via 
the equilibrium methane-oxidation model. This model is enacted via flamelet simulations, 
which consider a laminar counterflow (opposed jet) flame configuration [11]. The full methane 
oxidation mechanism of the Gas Research Institute (GRI) [12] is employed. At low stram 
rates, the flame is close to equilibrium. Thus, the thermo-chemical variables are determined 
completely by the "mixture fraction." This flamelet library is coupled with our LES/SFMDF 
solver in which transport of the mixture fraction is considered. It is useful to emphasize here 
that the FDF of the mixture fraction is not "assumed" a priori (as done in almost all other 
flamelet based LES; e.g. Refs. [13-17]). Rather, it is calculated explicitly via the SFMDF. 

With the equilibrium chemistry model, the results obtained by LES/SFMDF are compared with 
Sandia's experimental data [8-10] for Flame D. The preliminary agreements are encouraging, 
but more work is needed for reliable conclusions. 
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WORK DSf PROGRESS 

Our current work is concentrated on the following issues: 

(1) Documenting the results of our work on LES/VSFDF for a journal publication. 

(2) Fine-tumng and further implementation of the LES/SFMDF methodology for prediction of 
Sandia's Flame D. 

(3) Further assessment of a new computational methodology, termed the "Spectral/hp Element" 
method [18]. The advantage of this methodology is that it contains spectral accuracy and it 
also allows for utilization of "unstructured" grids. This assessment is needed for possible 
replacement of our current mean flow solver with this methodology, so that we can 
consider a larger computational domain for our simulations of jet flames. 

(4) Consideration of the reduced kinetics mechanism of methane-air oxidation [19] in 
conjunction with the ISAT routine [20] in our scalar LES/SFMDF for predictions of non- 
equilibrium methane jet flames. 
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SUMMARY 

A better understanding of the autoignition and combustion processes of JP-8 in diesel 
engines is essential for the development of electronic controls needed for reliable cold 
starting of military diesel engines and reduced white smoke signature in the field. 
JP-8 has a lower Cetane Number (CN), but a higher volatility than the commercial DF-2 
fuel. A mathematical model has been developed to predict the length of the cranking 
period considering the combined effects of fuel volatility and C.N. The model 
predictions agreed with the experimental data obtained on a single cylinder diesel engine 
over a wide range of ambient temperatures. 

BACKGROUND 

Military vehicles may be required, to operate on JP-8 instead of the commercial DF-2 
fiiel. Research sponsored by ARO, conducted at the Center for Automotive Research at 
Wayne State University, indicated that currently produced heavy-duty diesel engines 
have difficulty in starting on JP-8, particularly at low ambient temperatures. It is 
important to find out the reason behind this behavior and if it related to the lower CN of 
JP-8. The starting process can be divided into two major parts: the cranking and 
acceleration periods. The instability during acceleration has been investigated earlier. 
This investigation is limited to the cranking period. 

THEORETICAL ANALYSIS 

A detailed analysis is made to find out the properties of the cylinder gas in each cycle 
during the cranking period. The concentration of the fuel vapor [F] is calculated 
considering droplet evaporation, wall-liquid fihn evaporation, recycled fuel vapor, and 
the effect of accumulated fuel on the compression ratio. 

AUTOIGNITION INDEX (AI): 

An autoignition index is developed to account for the effects of fuel vapor concentration 
[F], cylinder gas temperature T and the activation energy for the global autoignition 
reactions E. The model assumes that autoignition would start if AI reaches a certain 
value, determined firom experiments at one ambient temperature. As the cranking goes 
on, AI increases to a critical value above which autoignition and firing would occur. 
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Because of the difficulty in determining the physical properties of distillates such as DF-2 
and JP-8, the computations are made for n-paraffms. Paraffins having 7 to 19 carbon 
atoms are the major components of these fuels. 

The predicted number of cranking cycles and CN are shown in figure(l). Paraffins 
having 7 to 9 carbon atoms vvfould start in the first cycle. This is in spite the fact that the 
CN for these light hydrocarbons is lower than the CN for the heavier hydrocarbons. 
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Figure 1 Cranking Cycles and CN for Paraffins 
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TRANSIENT BURNING CHARACTERISTICS OF JA2 PROPELLANT USING 
EXPERIMENTALLY DETERMINED ZEL' DOVICH MAP* 

K. K. Kuo, S. Kiraiar, and B. Zhang 
Department of Mechanical and Nuclear Engineering 

The Pennsylvania State University 
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University Park, PA 16802, USA 
Tel: 814-863-6270 fax 814-863-3203 

email: kenkuo@psu.edu 

ABSTRACT 

Combustion characteristics of JA2 propellant were studied both experimentally and 
theoretically. Its steady-state burning behavior was investigated using a constant-pressure 
optical strand burner. The parameters measured were the regression rate, sub-surface 
temperature profile, and burning surface temperature for different initial propellant temperatures 
(-40 < Ti < 60°C) and chamber pressures (O.K P < 62 MPa). The burning rate data of PSU and 
US Army for an even broader range of pressure were used in the correlation development. The 
burning rates were correlated as a function of initial temperature and pressure up to 300 MPa. 
The temperature sensitivity (Cp ) was found to decrease as pressure increases, reaching an 
asymptotic value of 0.0024 K"' at very high pressures. Surface temperature data for JA2, 
determined fi-om the subsurface temperature profile of the JA2 propellant samples, were 
correlated as a linear fimction of pressure with coefficients dependent on initial temperature. 
The two Novozhilov stability parameters were obtained for the operatuig range in which the 
surface temperature could be measured using fine-wire thermocouples. Based upon 
Novozhilov's stability criteria, JA2 propellant was found to have stable burning behavior for the 
range of operating conditions studied. The Zel' dovich map of JA2 propellant was constructed 
fi-om the experimental data. This map was then used in a computer simulation to investigate the 
transient burning characteristics of JA2 propellant under different pressurization rates. From the 
simulation results, it was found that JA2 propellant only exhibit a mild transient burning effect, 
which is consistent with the observations obtained from a previous study at PSU using an 
interrupted burner coupled with a real-time X-ray radiography. The reason for relatively mild 
transient buming effect of JA2 propellant is the low value of the temperature sensitivity (Op) at 
high pressures and the rapid decay of Op as the pressure increases at low pressures (P <20 MPa). 

*The authors would like to thank Dr. David M. Mann of ARO for his support and 
encouragement of this work as a part of the research activities under the Grant No. DAAD19-01- 
1-0573. 
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STATISTICAL INTERPRETATION OF POWER SPECTRAL DENSITIES MEASURED BY 
PICOSECOND TIME-RESOLVED LASER-INDUCED FLUORESCENCE 

IN TURBULENT NONPREMIXED FLAMES 

AFOSR Grant Number F49620-00-1-0017 
Principal Investigators: Normand M. Laurendeau, Galen B. King and Jay P. Gore 

School of Mechanical Engineering, Purdue University, West Lafayette, IN 47907-1288 

SUMMARY/OVERVIEW 

This research is concerned with measurements of hydroxyl time series using picosecond 
time-resolved laser-induced fluorescence (PITLIF) in a Re = 10,000 turbulent H2/N2 jet diffusion 
flame. Radial profiles and temporal statistics were obtained, including autocorrelation functions, 
power spectral densities (PSDs) and integral time scales, for a range of axial locations, x/D = 10- 
40. Temporal statistics at the jet centerline were also obtained for the axial range x/D = 20-40. 
The autocorrelation functions were found to be self sunilar and can be fully characterized by 
their integral time scales. The time-series statistics were compared to previous data for other 
non-premixed jet flames. The mtegral time scales ranged from 0.7 to 2.1 ms at peak [OH] 
locations and fi-om 0.7 to 1.7 ms along the jet centeriine. At the jet centeriine, time scales were 
found to decrease somewhat within the flame and to increase rapidly downstream of the flame 
tip. This behavior was similar to that observed for previous radial profiles of mtegral time scales 
in CH4/H2/N2 flames. 

TECHNICAL DISCUSSION 

Measurements of minor-species concentrations in turbulent flames are of interest owing 
to their importance in pollutant chemistry and to their use as markers of instantaneous flame 
structure. Time-scale information can be provided by scalar time series when measurement 
repetition rates are sufficiently fast to resolve turbulent fluctuations. This approach has been 
demonstrated for many scalars, including the concenti^tions of CH^ and OH^. These time series 
of minor-species concentrations can be recovered by use of picosecond time-resolved laser- 
induced fluorescence (PITLIF), which directiy accounts for potential variations in both the 
electronic quenching rate coefficient and the background flame emission. 

In the previous report, a stochastic simulation was presented to predict some of the 
measured statistics, including tiie scalar integral time scale. Recent work involved measurements 
in nonpremixed swirling flames and the H3 flame. In the present report, time series 
measurements in a single turbulent (Re = 10,000) hydrogen/nitrogen jet diffusion flame (H3) are 
reported in an effort to compare measured [OH] time series statistics with those predicted by 
large eddy simulation (LES) . The chosen fuel mixtiire and flame geometiy have been studied 
previously by Meier et al.^ using single-pulse spontaneous Raman scattering. The measurements 

' Renfro, M. W., King, G. B. and Laurendeau, N. M., Combust. Flame 122:139-150 (2000). 
^ Renfro, M. W., Guttenfelder, W. A., King, G. B. and Laurendeau, N. M., Combust. Flame 123:389-401 (2000). 
' Dreizler, A., Technische Universitat Darmstadt, Personal Communication (2001). 
" Meier, W., Prucker, S., Cao, M.H., Strieker, W., Combust. Sci. and Tech. 118:293 (1996). 
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reported here represent an ongoing effort to characterize scalar time series for this specific flame, 
which complements the data provided by Meier et al*. Species concentrations and time-series 
measurements were also obtained in similar flames for a range of Reynolds numbers and fuel 
mixtures; these will be reported at a later date. Temperature and NO time-series measurements 
are also planned for the same set of flames in the near future. Concentration measurements were 
made in a single jet flame with a fuel composition of 50% H2 and 50% N2 (by volume). The 
burner was identical to that used by Meier et al.'^ and consisted of a straight stainless steel tube 
(i.d. 8 mm, length 350 mm) with a thinned rim at the exit. Coflowing dry air was provided by a 
contoured nozzle (i.d. 140 mm) at an exit velocity of 0.3 m/s. The burner could be translated in 
the axial and radial directions to change the position of the measuring location. Radial profiles 
of time-averaged [OH] were obtained at x/D= 10, 20, 30, and 40 in the flame by using a 
sampling rate of 10 Hz and an averaging time of five seconds. At each height, time-series 
measurements were obtained at a sampling rate of 12 kHz. Fifly time series of 4096 points each 
were collected to obtain clean statistics at each measurement location. Time-series 
measurements were also obtained at the burner centeriine for an axial range of x/D = 20-40 with 
a 16 mm step-size. PDFs, PSDs, autocorrelation functions, and integral time scales were 
computed from these time series in the same manner as reported by Renfi-o et al.^'^, including a 
correction for the measured contribution of shot noise. The signal-to-noise ratio (SNR) for these 
measurements was about 5 at peak [OH] locations when using an average laser power of 7-8 
mW. 

Figure 1 shows relative radial profiles, measured for time-averaged [OH] at each height 
in the flame. For each individual radial profile measurement, a Gaussian function was fit to the 
data using a least-squares algorithm to determine the time-averaged normalized [OH] peak, 
profile fiiU-width at half-maxunum (FWHM), and peak radial location. The numerical values of 
the three normalization parameters are given in Table 1, along with time-averaged fluorescence 
hfetunes, and intermittency parameters which were determined fi-om time-series measurements 
at the peak [OH] locations. The axial locations x/D = 10 and x/D = 20 display two separate 
[OH] peaks on either side of the jet centeriine. At x/D = 30, a partially formed unimodal [OH] 
peak can be observed at the centeriine, which becomes fully developed farther downstream at 
x/D = 40. 

A representative time series measurement at the peak radial location for x/D = 10 is 
shown in Fig. 2. The trace represents the first 10 ms of data collected and visually demonstrates 
fluctuations in the [OH] fluorescence as the [OH] layer moves with respect to the fi«ed laser 
beam. The time-series fluctuations as observed in Fig. 2 can be quantified in terms of time-series 
statistics, i.e., the power spectral density and the autocorrelation function. 

Figure 3(a) shows autocorrelation functions for the peak [OH] locations at four different 
heights in the flame, normalized by their respective integral time scales. A technique developed 
by Renfro et al utilizing the measured PSDs was employed to eliminate the effects of shot 
noise. Integral time scales, TI, were calculated by numerically integrating each autocorrelation 
function over 100 data points. This corresponds to about 3 times the integral time scale for the 
x/D = 10 location, about 7-8 times the integral time scale for the x/D = 20, 30 locations, and 
about 4.5 times the integral time scale for the x/D = 40 location. A normalized autocorrelation 
fimction fi-om a previous Hz/Ar flame (x/D = 20, Re = 9000)^ and an exponential fit is also 
plotted for the sake of comparison in Fig. 3(a). Each curve is plotted to a maximum of 5 times 
Its mtegral time scale. The normalized curve for the previous H2/Ar flame and those for the 
present study at axial heights xA) = 20, 30,40 essentially collapse to a single curve while that for 

^ Renfro, M. W., King, G. B., and Laurendeau, N. M., Appl. Opt. 38:4596 (1999). 
Renfro, M. W., Gore, J. P., King, G. B., and Laurendeau, N. M., AIAA J., 38:1230 (2000). 
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x/D = 10 displays a slightly larger decay time. At x/D = 10, the flame sits outside the shear layer 
and thus the fuel-flow fluctuations do not affect the OH concentrations as strongly. The decay at 
x/D = 10 is faster than the exponential fit until t/Ti = 1.3, after which it decays considerably 
slower than the exponential fit. At all other locations, the decay of the autocorrelation functions 
is much faster as compared to the exponential fit until t/Tj = 2.5, after which the overlap with the 
exponential fit is nearly perfect. Figure 3(b) shows normalized autocorrelation functions at the 
jet centerline for 11 different axial locations in the range x/D = 20 to x/D = 40; they clearly 
display a much better collapse when compared to that observed in Fig. 3(a). Since a PSD is the 
Fourier transform pair to the autocorrelation function, this collapse is observed equally in the 
fi-equency-domain statistics. Such collapses of two-time statistics for OH were first shown by 
Renfro et al.^ in their measurements of H2/Ar flames, and is also observed in the PSDs of this 
study, as shown in Figs. 4(a) and 4(b). The collapse implies that the relative distribution of 
fluctuation rates at a single point in a turbulent flow is the same as that at a different point. Thus, 
the integral time scale is a good representation of temporal variations in [OH] for the two cases. 

Since the two time-series statistics are self-similar when normalized by Ti, the [OH] 
fluctuations throu^out the single flame of this investigation can be fially described by their 
variation in integral time scale. Renfro et al.^ found that Ti increases for OH as the axial height 
or radial location increases, and as the Reynolds number decreases for their hydrogen/argon 
flames. Figure 5(a) shows integral time scales as a fimction of radial location (r/x) for three 
different axial heists. For these heights, the time scales range fi-om 0.7 to 2.1 ms. At x/D = 10, 
the time scales are much greater as compared to those at other heights because of the near-field 
effects of laminarization^; hence, that location is not included in Fig. 5. The dashed vertical lines 
in Fig. 5 mark the peak OH locations at the corresponding heights. The integral time scales at 
peak locations for x/D = 20 and x/D = 30 are almost eqxial and tiiat for x/D = 40 is almost twice 
as large. At x/D = 40, the peak OH concentration occurs at the jet centerline and thus mixing of 
tiie combustion products with ambient air is prominent, as this location is past the flame tip. For 
x/D = 20 and x/D = 30, the integral time scales on the fuel side are nearly constant imtil the peak 
OH location and increase rapidly towards the air-side into the mixing regime. Figure 5(b) shows 
integral time scales and mean [OH] concentrations as a fimction of axial height along the jet 
centerline. The Ti values range from 0.8 to 1.7 ms and dip to their minimimi value at x/D = 34. 
This axial location corresponds to the peak in mean [OH] concentration. This correspondence 
might be related to thermally-induced flow below the flame tip, followed by air entrainment 
beyond the flame tip. The time scales, Ti, are nearly constant in the x/D = 20 to 25 range, 
decrease somewhat imtil x/D = 34, and then increase rapidly to significantly higher values farther 
downstream of the flame tip. This behavior is approximately similar to the trend observed in the 
TI radial profiles. Nevertheless, it clearly demonstrates a significant drop in [OH] concentration 
fluctuations downstream of the flame tip. 

Renfro et alJ have recently developed a simulation that relates a synthetic mixture 
fraction time series to one for a reactive scalar, such as OH, using a one-dimensional laminar 
flamelet approximation. Since the 1-D state relationships for species such as OH do not extend 
over all mixture fractions, significant scalar intermittency occurs caused by large fluctuations of 
the instantaneous mixture flection. This scalar intermittency leads to lower integral time scales 
for OH as compared to mixture fraction and thus to convoluted time scale profiles. Renfro et al. 
have shown that this simulation accurately captures the radial variation in OH time scales, which 
reflect a minimimi near the location of maximum OH. The reduction in time scale near the tip of 
the flame in the present measurements possibly reflects a similar dependence on the underlying 
mixture fraction statistics and the OH state relationship. Hence, future work on this flame will 

' Renfro, M. W., Gore, J. P., and Laurendeau, N. M., Combust. Flame 129:120-135 (2002). 
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consider extrapolation of mixture fraction time scales using iterative flamelet calculations^ and 
comparisons of measured [OH] time-series statistics with those predicted by large eddy 
simulation (LES)^. 
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Figure I: Mean OH radial profiles for x/D - 10-40. Figure 2: Representative time series at peak for x/D = JO. 

\    (a) 
—*— x/0 = 20 

o.e 1 —•— X/D = 40 
-•- Renfroefa/. 

0.6 «K\ 
 E)(ponentia! Fit 

0.4- 

\ 
OJ V=:= 

^<« —♦— nlD'2Q 
\ —*— xlD = 22 
1 -^ x«) = 24 
\ -»- nlD'X 
\ -f- HID'TS 
\ -^xTO.ao 
\ -.- xff)=32 
\ -o- K)D=34 
\ -*-«(D=36 
\ ->-xro=3« 

V —^xro = 4o 

^^'--**^ „_,^  
t/Tj t/Tj 
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Table 1: Normalized [OH] and fluorescence lifetime statistics for radial locations of peak [OH]. 

Re x/D r/x [OH]/[OH]^, FWHM(nim) Fluor. Lifetime (ns) I(%) 
10000 10 0.15 1 4.35 1.42 14.3 
10000 20 0.09 0.35 10.27 1.52 33.0 
10000 30 0.04 0.17 22.98 1.60 41.8 
10000 40 0.00 0.056 27.02 1.49 63.2 
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PHYSICAL AND CHEMICAL PROCESSES IN FLAMES 

(AFOSR Grant No. F49620-01-1-0029) 

Principal Investigator: Chung K. Law 

Department of Mechanical and Aerospace Engineering 
Princeton University, Princeton, NJ 08544 

SUMMARY/OVERVIEW 

The objectives of the present program are to develop detailed and simplified chemical 
kmetics models for hydrocarbon combustion, and to imderstand and quantify tiie 
dynamics of flames. During the reporting period progress were made in the following 
projects: (1) Laminar flame speeds of mixtures of ethylene, n-butane, and toluene at 
atmospheric pressure were determined using DPIV. Results agree well with calculations 
based on a detailed kinetic mechanism. A semi-empirical correlation for the mixture 
flame speed was also developed. (2) Lammar flame speeds of methane/air and 
methane/oxygen/inert mixtures were determined for pressures up to 60 atmospheres. 
Comparison with calculations based on GRI-Mech shows increasing disagreement as 
pressure exceeds 20 atmospheres. The global kinetic parameters governing flame 
propagation exhibit similarity with those of the second and third explosion limits of the 
homogeneous hydrogen/oxygen system. (3) Stretch effects on premixed flame pulsation 
were experimentally studied for the counterflow system. Results substantiate previous 
computational and analytical findings that positive stretch promotes pulsating instability 
and consequently flame extmction. (4) Pulsating instability of diffusion flames was 
experimentally observed, in the spherically symmetric configuration, hence substantiating 
previous computational and analytical predictions of its existence. Both transport-induced 
and radiation-induced extinction limits were also demonstrated to occur. 

TECHNICAL DISCUSSION 

1. Laminar Flame Speeds of Mixtures of Ethvlene. «-Butane. and Toluene with Air 
The atmospheric laminar flame speeds of mixtures of air with ethylene, n-butane, and 
toluene were experimentally determined using DPIV and computationally simulated 
using a detailed kinetic model over an extended range of equivalence ratios. Binary fuel 
blends with 1-to-l, l-to-2, and 2-to-l molar ratios were examined. Comparison of 
experimental and computed flame speeds shows generally good agreement (Figs. 1.1 and 
1.2). A semi-empirical mixing rule, which requires only knowledge of the flame speeds 
and flame temperatures of the individual fuel constituents, is shown to provide accurate 
estimates for the laminar flame speeds of binary fuel blends under the conditions tested. 
Results are reported in Pubhcation No. 4. 

2. Laminar Flame Speeds of Methane/Air Mixtures up to 60 Atmospheres 
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Using a specially designed high- and constant- pressure combustion chamber, the 
propagation and morphology of spark-ignited expanding spherical methane flames were 
imaged using schlieren cinematography and a high-speed digital camera. Stretch-free 
laminar flame speeds were then determined for methane/air flames up to 20 atm. (Fig. 
2.1) and methane/oxygen/helium flames up to 60 atmospheres (Fig. 2.2). Simulations 
using GRI-Mech 3.0 show moderate deviations for pressures above the range of 20-40 
atmospheres. 
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Based on the extracted global reaction orders (Fig. 2.3), it was demonstrated that 
methane/air flames exhibit the same second and third explosion limit behavior commonly 
associated with homogeneous hydrogen/oxygen mixtures. In particular, with increasing 
pressure and for certain mixtures, the global activation energy can increase and then 
decrease, while the overall reaction order can decrease and then increase. The changeover 
in behavior for methane/air flames occurs at the relatively low pressures of a few 

134 



atmospheres. The need to consider intricate chemistry in the simulation of practical 
phenomena is therefore again demonstrated. This work is reported in Publication No. 5. 
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3. Pulsating Instability and Extinction of Stretched Premixed Flames 
Effects of stretch on the pulsating instabihty of rich hydrogen/air premixed flames, which 
are characterized by large Lewis numbers, were first analytically and computationally 
investigated via the negatively stretched inwardly propagating spherical flame (DPF) and 
the positively stretched counterflow flame (CFF). Results for the IPF show that the flame 
initially propagates at the laminar flame speed when the flame radius is large. Oscillation 
subsequently develops, and is then ampUfied, damped, and eventually suppressed when 
the flame is still sufficiently far away from the center. Thus negative stretch tends to 
suppress the occurrence of pulsating mstability, and thereby extend the flammable range 
of rich hydrogen/air flames beyond that of their unstretched, planar counterpart. Results 
for the CFF show that oscillation is initiated at an equivalence ratio much smaller than the 
one-dimensional rich threshold, and that the critical strain rate leading to pulsation is 
smaller than the corresponding static extinction limit. The pulsating flames are also quasi- 
steady in nature in that the period of oscillation is larger than the characteristic flame 
time. As such, the imsteady flame cannot recover once the instantaneous flame 
temperature is reduced below the corresponding steady-state extinction temperature. 
Since pulsating extinction occurs at a smaller strain rate than the steady extinction limit, 
the flame extinguishes in the pulsatmg instead of the steadily propagating mode, and the 
flammable range is accordingly narrowed. This work is reported in Publication No. 6. 

Experiments were subsequently conducted on CFFs of lean and rich mixtures of 
methane in 15%02/(02+He) such that the mixture Lewis number imiformly exceeds 
unity. Results on the flame luminosity and position showed that these flames do exhibit 
pulsating instability as the strain rate is increased beyond a critical value, that pulsation 
develops for sufficiently off-stoichiometric ((|)<0.80 and ([^1.30) flames while steady 
biiming and extinction are associated with near-stoichiometric flames, and that the 
amplitude of the oscillatory flames increases with increasing strain rate until the flame 
extinguishes. Computations with detailed chemistry and transport showed qualitative and 
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quantitative agreement with the experimental resuhs (Fig. 3.1), including the oscillation 
frequency. The calculation further reveals that during the course of large amplitude 
oscillation, when the instantaneous flame temperature falls below its value at the steady- 
state extinction limit, the flame cannot revive itself and extinction occurs. This work is 
reported in Publication No. 7. 

4.        Oscillatory Extinction of Spherical Diffusion Flames 
In the last reporting period the transient behavior of spherical diffusion flames was 
computationally studied in the transport- and radiation-induced limit of the isola response 
of flame extinction. Oscillatory instability was observed near both extinction limits, with 
the oscillation amplitude growing until it becomes large enough to extinguish the flame. 

For the present reporting period, experimental verification of the numerical results 
were conducted for near-limit spherical diffusion flames. Near spherical symmetry of 
burner-generated diffusion flames were obtained by conducting the experiments in 
reduced pressures. Various inert gasses (N2, CO2, He) were used to dilute the oxidizer in 
order to change the Lewis number and radiation properties of the mixture so that both the 
transport- and radiation-induced limits could be achieved. Extinction was triggered by 
gradually decreasing the fiiel concentration. Results show that, at the transport induced 
limit, extinction is characterized by sudden quenching of the flame as demonstrated by a 
rapid decrease of the radiometer signal voltage. However, at the radiation-induced limit 
extinction is preceded by oscillations in the flame limiinosity that grows in amplitude 
before extinction. The observations qualitatively agree well with the computation, 
although quantitative difference exists. These differences could be due to the neglect of 
radiation re-absorption in the calculation. This work is reported in Publication No. 8. 
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SUMMARY/OVERVIEW: 
This program is developing acoustic techniques for non-intrusive sensing and actuation 

of gas flows. Work performed to date has focused on the use of acoustic absorption 
measurements for gas mixture characterization. During the fu^t year of the program, a facility 
was designed, fabricated and tested for making these absorption measurements. Measurements 
of the absorption characteristics of air, carbon dioxide, and various mixtures containing carbon 
monoxide and nitric oxide were obtained. Practical procedures for reducing these data into more 
fundamental values of absorption coefficient that account for the effects of reverberation and 
diffiaction were developed. Data obtained from carbon dioxide mixtures shows good agreement 
with that found in the literature using much more sensitive, but industrially impractical methods. 
Although not the primary focus of this study, these data suggest a low cost method for making 
sensitive measurements of low levels (on tiie order of 0.01 %) of water vapor.  Plans are 
imderway for using these measurements to characterize the level of mixing between multi- 
component gas mixtures. 

TECHNICAL DISCUSSION: 

Background 
The objectives of this program are to develop acoustic techniques for 1) sensing and 2) 

actuation in gas flows. Work performed in this first year focused on the former item. 
Specifically, this work focused on the use of acoustic absorption measurements to characterize 
gas mixtures. The objective of this work is two fold: 1) determine the accuracy and sensitivity 
with which acoustic absorption can be measured in practical enviroimients, and 2) demonstrate 
the use of acoustic absorption measurements to infer the level of molecular mixedness between 
constituents in a multi-component gas media. 

Technical Approach 
Acoustic waves propagating through a gaseous media are damped by absorption 

processes. Absorption arises from viscosity, thermal conductivity and the relatively slow 
relaxation of the vibrational modes of gas molecules^ Such vibrational relaxation processes 
damp acoustic waves through the following mechanism: the isentropic gas compression 

137 



occurring in an acoustic perturbation cause perturbations in the gas temperature and, thus, local 
translational energy. Through molecular collisions, the translational energy is redistributed to 
the rotational and vibrational degrees of freedom. Thus, in very low frequency acoustic 
perturbations, energy is fed from the translational to the vibrational energy modes of the gas 
during the compressive phase of the acoustic cycle. This energy is then returned from the 
vibrational to the translational energy modes during the rarefaction phase of the cycle. While gas 
translational and rotational modes equilibrate very quickly, the vibrational mode requires 
extensively longer. Thus, even at relatively low frequencies the internal energy exchange 
processes cannot respond sufficiently quickly to acoustic fluctuations, with the affect that energy 
is not removed from or returned to the acoustic wave in phase with its oscillations. These 
nonequilibrium affects cause the acoustic wave to be damped. Maximum acoustic damping 
occurs at the "relaxation frequency", fy (the inverse of the characteristic vibrational relaxation 
time), whose exact value depends upon the molecular species. The damping of acoustic waves 
by these vibrational relaxation processes is generally the dominant damping mechanism in 
gaseous media over a wide range of frequencies. 

These results suggest that the amotmt of acoustic energy absorbed at certain frequencies 
can be used to infer the rate of vibrational relaxation in a gaseous mixture and, in turn, as a 
diagnostic of various gas properties 

Facility Development 
A facihty for measuring the absorption characteristics of gaseous media was designed, 

fabricated, and tested. It consists of a 96 cm long, 30.5 cm diameter plexiglass tube that is 
capped at both ends. The length of the chamber can be varied by moving one wall in a piston 
like arrangement. A Vz", type 4191 Bruel and Kjaer microphone is situated at the fixed end of 
the tube. Acoustic disturbances were generated with a 38 mm diameter, type 616341 
electrostatic Polaroid transducer which is situated at the movable end of the wall. These 
transducers were biased with 150 VDC, and driven at 9 VAC peak-peak with a Hewlett Packard 
type 33120A fiinction generator. The chamber is sealed so that various gas mixtures can be 
interrogated with minimal contamination from the ambient environment. A vacuum pump is 
used to evacuate the chamber so that a gas mixture with the desired concentration can be placed 
inside the chamber. To achieve high degrees of purity, a procedure of multiple evacuations and 
fills was employed. 

Carbon Dioxide Absorption Measurements 
Carbon dioxide was chosen as the primary gas to use in the remainder of these tests for 

characterization of gas mixedness. It was chosen because of its prominence as a species in 
combustion applications, as well as its relatively low vibrational temperature, resulting in high 
levels of absorption at room temperatures. 

Tests performed to date have concentrated on determining the accuracy with 
which absorption in carbon dioxide can be measured. Because the relaxation frequency of 
carbon dioxide is strongly dependent upon the ambient level of water vapor, tests were 
conducted with high purity gases. The chamber was evacuated to a pressure of 0.1 bar and filled 
to atmospheric pressure with high purity carbon dioxide. This procedure was repeated several 
times so that the concentration of ambient gases was reduced to very low levels. By monitoring 
the change in absorption with time, it was then possible to observe the changing level of water 
vapor in the chamber due to diffusion from the ambient atmosphere into the test chamber. 
Figure 1 plots the dependence of the amplitude of 50 kHz pulses at several instants in time from 
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the initiation of the test. As clearly shown in the figure, the amplitude changes by a factor of 
eight over a four hour period. 
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Figure 1. (Left) Variation of amplitude of 50 kHz acoustic signal with time.   (Right) 
Comparison of calculated dependence of water vapor concentration upon time, using 
measured absorption values and humidity sensor. 

The change in concentration of water vapor in the chamber can be inferred firom these 
measurements and using theory for acoustic absorption and published measurements of the 
dependence of the relaxation frequency of carbon dioxide upon water vapor concentration. 
Figure 1 also plots the temporal evolution of the water vapor concentration that was calculated 
using absorption measurements obtained at 40 and 50 kHz. As can be seen in the figure, this 
simple analysis suggests that the initial water vapor concentration was around 0.02% (by mass) 
and monotonically increased to 0.07% after four hours. 

These predicted values were compared to measurements of the water vapor concentration 
using a capacitive dielectric type humidity sensor. It should be emphasized that this sensor is not 
designed for such low level humidity measurements and thus its results have a high uncertainty. 
As can be seen, the measurements give reasonable results at the "higher" humidity levels, but not 
at lower values. It is difficult at this point to assess how much of this deviation is due to 
shortcomings in the acoustic absorption technique because of the factors 1) large uncertainties in 
humidity sensor readings, particularly at low values, 2) spatial nonuniformity of the water vapor 
concentration in the chamber. However, as can be seen from Figure 2, there is nearly a linear 
relation between the water vapor concentration from these two techniques. The two curves were 
obtained on different days, indicating the repeatability of the measurement. 
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Figure 2. Comparison of humidity ratios determined from acoustic absorption and 
capacitive dielectric sensor. 

In addition. Figure 3 plots a comparison of the measured and predicted acoustic 
amplitudes at frequencies from 10-40 kHz. The figure shows that the agreement is excellent. 
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Figure 3. Comparison between predicted and measured values of acoustic signal at 
frequencies of 10,20,30, and 40 kHz. 

Ongoing and Future Work 
Work performed to date suggests that acoustic absorption can be measured with 

reasonable accuracy and sensitivity to be used as a diagnostic in practical geometries. The 
objective of our ongoing and future work is to utilize these measurements as a diagnostic. 
Specifically, we plan to first assess the feasibility of using acoustic absorption to characterize the 
degree of mixing between two gases. The basic idea of this approach is the following: the 
vibrational relaxation frequency of a particular molecule and, thus, the amount of absorption, 
depends upon what other molecules it is in contact with. Thus, the absorption characteristics of a 
multi-component gas mixture should vary depending upon the relative degree of mixing among 
its constituents. 
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SUMMARY/OVERVIEW: 

The focus of the program is developing engineering models for direct injection (DI) 
diesel performance and emissions. To date emissions of oxides of nitrogen (NOx) have received 
primary emphasis. A quasi-steady NOx model, intended for use as a preliminary design tool, has 
been developed and used to examine the effects of in-cylinder mixing, exhaust gas recirculation 
(EGR), and multiple fuel injections. Insight gained from the quasi-steady NOx model lead to the 
development of a NOx model for use in cycle simulation and CFD codes which has been shown 
to correlate emissions for four heavy-duty diesel engines. Present work is focused on 
development of phenomenological DI diesel ignition, combustion, NOx, and soot models for 
inclusion in cycle simulation type codes that predict engine performance and emissions. The 
proposed phenomenological ignition model and data acquired for model validation are discussed 
below. 

TECHNICAL DISCUSSION: 

The objective of the present work is to develop and vaUdate a DI diesel 
phenomenological ignition model. The model will include the effects of charge temperature, 
charge pressure, exhaust gas recirculation (EGR), mixing between ftiel and cylinder charge, wall 
impingement, and work done on the ignition site by surrounding charge. Ignition delay data 
acquired from a single-cylinder DI diesel research engine will be used for model validation. 

Ignition delay models used in cycle simulation codes typically lump mixing and chemical 
processes into a term that has the form of an inverse reaction rate coefficient. 

^i<,=AF-expf^l (1) 

where Pch and Teh are the cylmder charge pressure and temperature, respectively. Because the 
chemical and physical processes are lumped together, the model constants can not be determined 
a priori and experimental calibration data are required for each test setup. The proposed model 
includes both tiie physical and chemical processes govemmg ignition and thus may allow for 
more accurate prediction and for model constant determination from test setup conditions, not 
experimental data. 

Description of the Ignition Process: In the DI diesel engine ftiel is injected in the liquid phase, 
typically at temperatures between 400 and 450 K.    As the spray progresses through the 
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combustion chamber it entrains high temperature cylinder charge causing the liquid fuel to 
evaporate. The liquid fuel will reach a steady-state length, which in DI diesel engines is 
typically in the range of 15 to 40 mm dependent upon operating conditions [1-3]. Beyond the 
liquid fuel penetration length, only fuel vapor exists. The vapor fuel will continue to penetrate 
across the cylinder entraining more charge. 

By the time of ignition the DI diesel fuel plume will look similar to that shown in Fig. 1. 
The works of Dec [1] and Higgens and Siebers [2] indicate that ignition occurs volumetrically 
throughout the dashed Ime region in Fig. 1 and that this region is very well mixed with the 
equivalence ratio being between 2 and 4 for typical DI diesel operating conditions. 

One might argue that ignition should occur 
Liquid Fuel along the  periphery  of the  spray plume  where 

conditions are near stoichiometric.   However, laser 
diagnostic images of the spray plume show that the 

^^^^^^ shear layer, where conditions are near stoichiometric. 
Vapor Fuel ^-^^^^ j^ ^^^ ^^^ ^ 2-] indicatmg that it is highly strained. 

These results suggest that the strain rate in the shear 
Figure 1: Schematic of a single DI diesel layer is such that ignition can not be supported and 
spray plume at the time of ignition based that  conditions   inside  the  fiiel  plume  are  more 
on work of Dec (l] and Higgens et al. (21. conducive for ignition. 

Model Formulation: To determine the ignition timing, a potentially ignitable eddy is examined. 
At the time of injection the eddy is composed entirely of liquid fuel at the fuel injection 
temperature. As the eddy penetrates into the cylinder it entrams charge and the fuel evaporates. 
The fuel eddy will continue to entrain charge, thereby increasing its temperature and oxygen 
concentration, until it eventually reaches conditions favorable for ignition. 

Theoretically, the first eddy to be injected will be the first to ignite as it has the longest 
time to evaporate and mix with charge. This theoretical result is supported by experiments 
which show that ignition occurs near the tip of the fiiel spray, as discussed above [1-3]. Further, 
these experiments show that by the time of ignition all of the fuel in the ignition region has 
evaporated. Therefore the heat required for evaporation must be included in the model, but the 
evaporation process or rate is not of importance since it is known that the eddy will contain only 
vapor fuel at the time of ignition. 

The first law of thermodynamics for the potentially ignitable eddy in which all of the fuel 
has evaporated is 

%Q«v+.h.^ = ^(m.C„T.Kp,^ (2) 

where the subscripts e and ch indicate eddy and charge, respectively . The heat addition term is 
given by the rate of fuel consumption, ©f, multiplied by the lower heating value of the fuel, 
QLHV. The internal energy of the eddy is calculated using the eddy mass, constant volume 
specific heat, and temperature of the eddy. The work term is the resuh of work being done on 
the eddy by the surrounding charge. Note that the eddy entrainment rate, (dmjdt), is always 
positive because eddy mass loss is not considered. 

For this preliminary formulation of the ignition model, the fuel consvmiption rate is 
calculated using a one-step reaction of the fuel with oxidizer. For the relatively small range of 
temperatures and pressures encountered in diesel engines prior to ignition, a one-step reaction 
mechanism is typically adequate. In the event that this work reveals that a one-step reaction 
mechanism is inadequate then skeletal kinetic models may be explored. 
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Assviming that pressure is uniform throughout the cylmder, the volume of the eddy can be 
written in terms of the bulk charge conditions using the ideal gas law (note that the charge 
volume is equivalent to cylinder volume). 

V =V,   "^^^^^^ (3) 
mchRchTch 

The charge mass and molecular weight are assumed to be constant. Including the fuel reaction 
rate, expanding the mtemal energy term, and substituting for the pressure using the ideal gas law, 
Eq. (2) can now be solved for the rate of eddy temperature change. 

dT,    A[fuel]'[oxidj' exp(-E/RT,)Q^Hv     T, dCp, 

dt PeCp.e Cp,      dt 

x„^Cp, Cp,,V,,   dt      C,,,V,J,,   dt 

(4) 

where A is the pre-exponential factor, p is density, and a and b are the fuel and oxidizer orders of 
reaction, respectively. The characteristic mixing time, Xmix, is defined as 

J_ = J_^ (5) 
t^ix     m,   dt 

and is discussed in more detail below. The eddy fuel and oxidizer concentrations are determined 
from species conservation equations and the temperature of the eddy is given by 

SOI dt        m^Cp, 

where dTe/dt is given by Eq. (4). Though Eq. (6) can be solved for the temperature of the eddy 
from SOI to ignition, the temperature given by Eq. (6) is not representative of that found in the 
eddy until the time at which all of the fuel in the eddy has evaporated. 

Ignition will occur when the first term on the right of Eq. (4) (reaction rate term) becomes 
large. Once ignition occurs, combustion models will be initiated to predict the rate of heat 
release. 

The laser diagnostic results reviewed above indicate that ignition occurs in the head of 
the spray plume and that the mixture within this plimie appears well mixed. Therefore, the eddy 
entrainment rate, and thus x^ix, may be determined from the entrainment rate into the pliime 
head. Using an idealized spray plume model, like that presented by Naber and Siebers [4], in 
which the spray cone angle is assumed to remain constant as the spray penetrates mto the 
cylinder, an expression for this entrainment rate can be derived. Evaluation of such an 
expression is presently underway. 

A mediod of accoimting for wall effects on the ignition process will be part of future 
work as well. Wall impingement is expected to influence the ignition process through the eddy 
entramment rate and also by heat transfer. Experimental results and phenomenological wall 
impingement models already presented in the literature will be the starting point for this 
research. 

Experimental: Tests are conducted using a 0.75 L single-cylinder research engine equipped 
with a piezo-electric controlled common rail injection system and operating with a low sulfiir 
research grade #2 diesel fuel. The injector current signal, needle lift, and cylinder pressure are 
measured throughout the cycle at a resolution of 0.1 CAD and averaged over 300 cycles to 
obtain data representative of each steady-state operating condition. The air and fuel flow rates to 
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the engine, the percent exhaust gas recirculated into the intake charge, and the intake manifold 
temperature and pressure are also measured. 

The injection characteristics of the experimental injector have been studied using 
injection rate data provided by the injector manufacturer. From these data, correlations for the 
start of injection (SOI) timing and injection rate profile have been developed in terms of the 
injector current signal and injector needle lift. 

Ignition timing is determined from the apparent rate of heat release, which is calculated 
from a first law analysis of the cylinder contents. Ignition in this study is defined as the time at 
which the heat release rate reaches 5% of its peak value. The ignition delay is the ignition time 
minus the SOI time. 

The test matrix is designed to study the effects of temperature, pressure, charge 
composition, and mixing on the ignition process in the DI diesel engine. The effects of 
temperature and pressure are examined by varying the temperature and pressure of the intake 
charge. The effect of charge composition is mvestigated using EGR. To study the effect of 
mixing on the ignition process, injection pressure, mass of fiiel injected, and engine speed 
sweeps are conducted. Each portion of the test has been designed to keep constant for each 
sweep as many operating parameters affecting ignition as possible. Sample results are shown in 
Fig. 2. 
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Figure 2: Select results from EGR, injection pressure, and mass of fiiel injected sweeps. The five injection 
pressure sweeps shown are for the five intake manifold temperatures shown in the legend. The five fuel 
injection quantity sweeps are for the five engine speeds shown in the legend. 

Future Efforts: Future efforts will be focused on evaluation of the proposed mixing time and 
study of the effects of wall impingement on the' ignition process. Work is also imderway on 
development of phenomenological DI diesel combustion and soot models. A combustion model 
obtained from the U.S. Army Tank and Automotive Command (TACOM) [5] is the starting 
point for the combustion model work. A NOx model developed previously at Vanderbilt will 
then be included with the other models to provide a simulation package for the prediction of DI 
diesel engine performance and emissions of NOx and soot. 
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SUMMARY 

Significant advances have been made in three different aspects of the modeling of turbulent combustion. 
First, the rate-controlled constrained equilibrium method (RCCE, Keck 1990) has been combined with the 
in situ adaptive tabulation algorithm (ISAT, Pope 1997) to produce a unified dimension- 
reduction/storage-retrieval methodology for the computationally-efficient implementation of combustion 
chemistry (Tang & Pope 2002). Second, ideas from the conditional moment closure (CMC, Klimenko & 
Bilger 1999) and the mapping closure (Chen et al. 1989) have been combined to produce a new approach 
for modeling molecular mixing in turbulent reactive flows (Klimenko & Pope 2002). And third, a 
methodology has been developed for obtaining accurate stochastic models for Lagrangian velocity (Pope 
2002a) and acceleration (Pope 2002b) based on DNS data from homogeneous turbulent shear flow. These 
three developments are described fiirther in the following sections. In addition, in collaboration with the 
group at Buffalo, progress has been made on combining the PDF and LES methodologies (Gicquel et al. 
2002). 

EFFICIENT IMPLEMENTATION OF COMBUSTION CHEMISTRY 

It is computationally prohibitive to use detailed hydrocarbon chemistry directly in turbulent combustion 
calculations. Two separate approaches have been taken to reduce the computational burden: dimension 
reduction; and, storage/retrieval. Tang & Pope (2002) have combined these two approaches into a unified 
methodology. Dimension reduction is achieved through rate-controlled constrained equilibrium (RCCE 
Keck, 1990); and storage/retrieval through the ISAT algorithm (Pope 1997). In this context, RCCE is 
preferred over other reduction methodologies (e.g., QSSA, ILDM), because of the guaranteed existence 
and continuity of the implied low-dimensional manifold. 

The combined ISAT-RCCE methodology is tested for a pairwise-mixing stirred reactor (PMSR) using the 
31-species GRI 1.2 mechanism for methane. Three different tests (referred to as Cl, C2 and C3) are 
performed. In Cl the constrained species are H2O, CO2, O2, CH4 and CO. Three more species {H2, OH, 
and O) are added to form the constraint subspace in C2, and in C3 another three species {CHi, C2H2 and 
C2H4) are included. Additional constraints are imposed on all 4 elements and enthalpy, and hence the 
dimension reductions are from 32 to 10, 13 and 16 for the three cases, respectively. To test the accuracy 
of the algorithm, we solve the entire ODE system (32-dimensional) by direct integration (DI) to get the 
accurate solution. Figure 1 shows the relative error in species compositions, temperature and density 
against their reference values for one particle (advanced over 2000 time steps in the statistically stationary 
state). It can be observed that, as the number of constraints increases, the error in the constrained species 
decreases. For C3, the relative errors in major species (including CO and H2) are under 3% with the errors 
of other constrained species being less than 10%. 
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In Figure 2, the accuracy of ISAT-RCCE is compared to that of the augmented reduced mechanism of 
Sung et al. (1998)—^which is based on the same detailed mechanism and which has the same number of 
degrees of freedom. It may be seen that the two methods have comparable accuracy. 

10 .18 

10 

10 

17 
* 
16 

,// 10 
13 

♦ 
9 

I Consmined tpeciei 
Temperature and Deiuily 
Unrepreiented species 
ARM 

A 
;! 
744 

1 T/Ixio' 
2 i{o 
3 COj 
4 CH^ 

5 CO 
6H^ 

8 p 

10 OH 
11 H 

13 O 
MCH3 

IfiCHjO 
17 HO^ 

1 

10 10 10 

^ 
ref 

10 

Fig.2: Relative errors for different species, temperature and density, against the reference value for each 
quantity, from the PMSR test case: comparison of ISAT-RCCE (Tang & Pope 2002) with the augmented 
reduced mechanism (Sung et al. 1998). 

MODELLING TURBULENT MIXING 
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In PDF methods for turbulent combustion, the modeling of molecular diffusion is both crucial and 
difficult. In Klimenko & Pope (2002) a new methodology is developed—multiple mapping conditioning 
(MMC)—which combines ideas from the mapping closure (Chen et al. 1989), and from the conditional 
moment closure (Klimenko & Bilger 1999). In part, this approach extends the particle implementation of 
the mapping closure to multiple scalars. 

Remarkably, the MMC model admits an analytic solution for the case of two passive scalars evolvmg 
from a triple-delta-function initial condition. This case was studied using DNS by Juneja «& Pope (1996), 
with the three delta fiinctions located at the vertices of an equilateral triangle in the two-dimensional 
composition space. The evolution predicted by MMC (Fig. 3) is in excellent agreement with the DNS. No 
other mixing model has been shown to be even qualitatively correct for this case. 

-1       -0.5        0        0.5        1 -1       -0.5        0        0.5        1 

Fig.3: Temporal evolution (a-f) of the joint PDF of two passive scalars from a triple-delta-fiinction initial 
condition according to the MMC closure of Klimenko & Pope (2002). 

STOCHASTIC MODELLING OF VELOCITY AND ACCELERATION 

In PDF methods, the turbulence modelling is embodied in a stochastic model for the velocity following a 
fluid particle (see e.g.. Pope 2000). The standard model—^the generalized Langevin model—involves 
tensor coefficients. In Pope (2002a) a methodology is developed to determine these coefficients from 
DNS data. In Pope (2002b) this methodology is extended to a stochastic model for acceleration, which is 
a natural way to incorporate Reynolds-number effects. 

Figure 4 shows the velocity-acceleration autocovariances predicted by the model compared to the DNS 
data of Sawford & Yeung (2000). As may be seen, the model is able to provide an accurate representation 
of these fiindamental statistics. 
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Fig.4: Velocity-acceleration Lagrangian covariances: symbols, from the DNS data of Sawford & Yeung 
(2001); lines, from the stochastic model of Pope (2002b). 
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study of In-cylinder Reactions of 
High Power-density Direct-injection Diesel Engines 

(DAAD19-01-1-0766) 
Principal Investigator (s): KT Rhee 

98 Brett Road, Piscataway, NJ 08855 / Rutgers University 

SUMMARY/OVERVIEW 

Development of high power-density (HPD) direct-injection compression-ignition (DI-CI) or Diesel 
engines is explored by employing low air-fiiel-ratio combustion, high-speed, two-cycle operation, low 
heat-rejection (LHR), and others. These strategies for HPD engine design become more promising 
when melded, in the conventional Cl-engine-base, with high-performance fuel injection (HPFI), 
advanced design and materials, and tribology improvement. 

Among the problems faced in this challenging work is clearly control of the combustion process. For 
example, a high-speed operation and LHR result in both a shortened physical time for mixing and 
increased intake air temperature. They necessitate an enhanced induction air management (e.g. 
cooling and turbocharging) and better fuel delivery (by using an HPFI). Those measures would help 
lead to a low-smoke-emission high-efficiency HPD by implementing a better control of fuel-air 
distribution and preflame reactions prior to the onset of an abrupt combustion stage. 

In-cylinder DI-CI reaction processes, are often significantly altered when even a seemingly simple 
design parameter is changed, affecting both engine output and emissions. A better understanding of 
the impacts of HPD system basics, therefore, would be a precondition for achieving successful engine 
development Desirably, since the cut-and-try development approach is costly, it necessitates a more 
realistic model to predict the behavior of Diesel flames in turbulent, high-speed, high-temperature and 
high-pressure environments subject to the wide range of operating parameters experienced by vehicle 
powerplants. There is a pressing need for a tool capable of validating any proposed combustion 
model by observing realistic combustion in details consistent with new engine design strategies. 

In order to help achieve the above goals, four main work tasks have been carried out during the 
reporting period. They include: (1) construction of a new CI-DI engine apparatus with optical access; 
(2) advancement of Rutgers Super Imaging System (SIS); (3) development of a new operatmg system 
for the SIS; and (4) development of data reduction methods. 
PROGRESS ACHIEVED DURING REPORTING PERIOD 

New CI-DI Engine with Optical Access. There are several reasons motivated construction of this new 
apparatus. First of all, the optical access in an existing single-cylinder Cummins 903 engine (hereafter, 
called Engine-I) via one of two intake-valves permits observation of progressive reactions around only 
one spray plume (out of eight), which seemed to limit investigation of in-cylmder reactions. For 
example, after discovering some unusual phenomena earlier from this apparatus using the Rutgers Super 
Imaging System (SIS), which will be discussed more, simultaneous observation of reactions in multiple 

153 



plumes was expected to help understand the phenomena better. The new apparatus (hereafter, called 
Engine-II) has been designed/constructed by modifying a V-2 Cummins 903 engme. Unlike the optical 
access in Engine-I looking down through the cylinder head, the access in Engine-II is made through a 
hollow extended piston, which is mounted on the existing reciprocating unit with a new piston-top 
where an infrared optical window is mounted. The window is mounted in such a way to observe 
reaction in several plumes at the same time. This approach in Engine-II is expected to complement that 
from Engine-I. Among the special features of Engine-II is an inomel-made piston-top in order to 
overcome high stress over the components when the engine is operated as an HPD system. 
(The accumulated cost for completing this apparatus is about $75K.) 

Advancement of Rutgers Super Imaging System (SIS). Several work tasks are being carried out for 
advancing the SIS, including: (a) fabrication of new camera boards; (b) incorporation of the SIS for 
massive data processing; and (c) Six-camera SIS. 

The electronic packages driving the digital cameras in the SIS designed/fabricated in the Rutgers IC 
Engines Laboratory are proven to meet the requirements for our research, but their reliability is limited 
to exhibit occasionally erratic performance. In order to achieve more consistent experiment and 
quantitative imaging (determination of distributions of temperature and species concentration in the 
reaction volumes), at this time the electronic boards are being fabricated by outside professionals. 

At the same time, the SIS has been incorporated with modem fast-data processing hardware-packages in 
order to achieve an unprecedented goal in high-speed unaging area. Recall that previous high-speed 
imaging of events m the engine cylinder has been done by taking sequential images in high rates only 
from a single combustion cycle at once. There are a couple of reasons for such limitations, including 
that the massive data handling has not been well supported by other technological area (e.g. speed and 
capacity of data storage) and that the optical window is rapidly fouled by soot deposit. The advanced 
SIS system was to overcome such limitations, which is now capable of high-speed imaging from (as 
many as 100) consecutive cycles (HSI-CC) opposed to from a single cycle at a time. The data handUng 
ability of this system may be illustrated by the fact that loading a set of data from a single HIS-CC 
experiment to a laptop computer via a direct hard-wire takes approximately 25 minutes. 
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Fig. 1. High-speed Spectral Imaging (plus p-t History) from Consecutive Cycles Obtained from: 
(Top) Diesel Engine and (Bottom) SI Engine. 
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Six-Camera SIS. While four geometrically identical images in respective spectral bands are 
simultaneously captured at successive instants of time by using the SIS, it came to wonder if we could 
concurrently obtain distributions of spectra within the band width of the individual (spectral) unages. 

In this approach, two additional JR. digital cameras are mated with a newly designed separate optical 
arrangement in the SIS: One is to display spectra distribution over the entire unaging band (2-5)im) and 
other is to obtain the same within the spectral bands of one of the said four spectral images. After lengthy 
analysis and design of this method, optical components are bemg purchased. 

Development of a New Operating System (OS) for the SIS.  When vast amounts of data are captured 
by via the HIS-CC method using the SIS, it was necessary to develop a new operating system (OS-HIS- 
CC) for the SIS for both data acquisition and review/analysis. Note that a part of such performance was 
achieved by using the Rutgers Animation Program (RAP) earlier when relatively small-scale results 
were obtained from a single cycle at the time. Development of this new OS is in progress, which is, 
again, basically to perform both data acquisition and similar goals by the RAP. 

Development of Data Reduction Methods.   Among the main purposes of developing the SIS and 
other data handling methods as described above is to achieve "quantitative imaging," which is to 
determine distributions of species and temperature m reacting flows. Recall that the SIS obtains four 
identical sets of digital data matrixes from corresponding pixels covered with respective spectral filters. 
The incipient imdertaking of this work was based on a concept of "solving four simultaneous eqxjations 
for four unknowns." For this, several spectral methods were developed in the past as reported earlier. 

Because of tremendous advancements in the digital data handling technology, which is made use of in 
our present research endeavor, it was decided to develop our earlier and new band methods by melding 
them all together in a Window-based data processing method. This work is also in progress: The 
performance of the initial resuU is considered to be very promising. 

Sample Results.   In order to demonstrate some of results being obtained by using the HIS-CC, two sets of 
images are shown in Fig. 1.  They are copies of a PC screen exhibited by using the above-mentioned new 
OS-HIS-CC, which illustrates the engine crank angle when the images were taken from consecutive cycles 
as shown on the same.   In the p-t history, (+)-mark indicates the matching crank angle of imaging. 

Such sets of images are successively displayed on the PC screen (i.e., movies). Note that the images from 
the next sets of cycles are readily examined by using the new OS-HIS-CC. Witiiout detailed elaboration, 
note that the first set was obtained from Engine-I (DI-CI engine), showing reactions aroimd a single spray 
plume during the start at room temperature. The second was from a spark-ignition engine also during the 
cold start. Note that "C-" in the photos represents cycle number from the start of imaging. 

156 



CONCURRENT RESEARCH ON fflGH GRAVITY (G) COMBUSTION AND 
ENABLING MATERIALS 

(LRIR: 99PR12ENT) 

Principal Investigator(s): Dr. W. M. Roquemore (PR) and Dr. R. J. Kerans (MLLN) 

AFRL/PR, Bldg 490 
1790 Loop Road North 

WPAFB OH 45433-7103 

SUMMARY/OVERVIEW: 

This is a joint program between MLLN and PRTS. Fundamental combustion and 
materials science issues are being investigated that will lead to the development of a 
revolutionary propulsion system that operates on a highly efficient near-constant 
temperature (CT) cycle instead of the constant pressure cycle of today's engines. A key 
teclmology essential for the development of a propulsion system that operates on a CT 
cycle is an ultra-compact inter-turbine bumer (ITB) that will efficiently add heat between 
the turbine stages and is constructed of advanced, hghtweight ceramic-matrix composites 
(CMC) materials. 

TECHNICAL DISCUSSION 

A revolutionary gas turbine engine is proposed that uses a near constant 
temperature (CT) cycle and an Inter-Turbine Bumer (ITB) to provide large amounts of 
power extraction fi-om the low-pressure turbine. This level of energy is achieved with a 
modest 533 K temperature rise across the ITB. The excess energy can be used to power a 
large fan for a high bypass ratio transport aircraft, to drive a generator for electrical 
power extraction, or to power imconventional weapons systems. Conventional gas 
turbine engines cannot meet these power demands without a loss of engine thrust, and 
would ultimately lead to a second power soiirce to provide energy for these applications, 
adding considerable cost and weight to the system. This paper will describe efforts that 
focus on Ultra-Compact Combustor (UCC) technology to serve as an ITB or main 
combustor in the CT engine, since reducing the size of the main combustor and ITB is 
essential to reducing overall engine weight and size. 

Computational Fluid Dynamics (CFD) is used to guide combustor design 
modifications. The modified combustor hardware was tested in the Atmospheric 
Combustion Research Test Complex (ACRTC) at WPAFB. Experimental results 
indicate that the combustion system operated at 99+ combustion efficiency over a wide 
range of operating conditions. Flame lengths were extremely short at about 50% that of 
conventional systems. High heat release rates were seen while maintaining high 
combustion efficiencies. Combustor cavity g-loading enhanced reaction rates by 
increasing the combustion efficiency. 
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To meet the conflicting requirements of higher compression ratio, high heat release rates, 
reduced weight and low emissions require revolutionary combustion systems. For example, 
advanced combustors are becoming shorter and utilize non-metallic materials to meet the 
required thrust-to-weight ratio goals. Shorter residence times in the combustion chamber may 
reduce the NOx emissions, but the CO and UHC emissions may increase due to inadequate 
reaction time. Also, the xmbumed fuel could escape the combustion chamber and continue to 
bum in the turbine machinery, which could pose a series of rotating component challenges 
such as vane and blade durability. 

Recently, Sirignano and Liu (1997) have proposed the idea of a turbine burner gas turbine 
engine to operate on a CT cycle. The efficiency of a CT cycle approaches that of a Camot 
cycle. The cycle analysis indicates that additional work can be gained with CT cycle engine 
without large performance penalties. Key to this cycle is that sufficient heat is added in the 
turbine to compensate for the work extracted to drive the compressor. Combustion in the 
inter-turbine duct has two major requirements. First, the ITB must be short enough to 
successfully accompUsh its function without resulting in an increase in overall engine length. 
Second, the ITB must achieve the required heat release without introducing a large loss in 
total pressure. If a successful ITB can be devised with these attributes, then the combustion 
concept becomes a candidate for the main combustor of the engine. Incorporation of a UCC as 
a main combustor would provide sufficient length savings as to guarantee that a quasi- 
constant temperatiu"e cycle could be achieved without any increase in overall engine length. If 
an ITB was not included for some reason, adoption of a UCC would allow a reduction in 
overall engine weight. 

The ITB concept is clearly attractive, but a conventional combustor is much too large to fit 
between the stages of a turbine. A UCC is needed in order to implement the ITB concept 
without significantly increasing the engine length and thereby negating much of its benefit. In 
this work, we present preUminary experimental results of a UCC concept that utilizes high "g" 
swirl to shorten the overall flame length. 

The effects of acceleration on combustion, specifically centrifugal acceleration, have been 
previously studied by Lewis (1973). He found that flame speed increases with increasing 
acceleration up to approximately 800g. Above this limit, flame speed abruptly decreased prior 
to being extinguished. He found that for regions of increasing flame speed, tiie laminar flame 
speed follows the relation: 

SL'^S"^ Eq. 1 

Yonezawa et al. (1991) ^plied this concept to design and analyzed a jet-swirled 
combustor. This concept looks very much like a conventional annular combustor, but with a 
series of injection ducts inclined both axially and circumferentially to drive a swirling flow 
within the combustor liner. A qualitative flow analysis was imdertaken to optimize the angles 
of the injection duct and a prototype was developed to test the concept. It was shown that a 
much higher loading factor could be obtained in this combustor design with high efficiency, 
and for a given loading factor, the jet swirl combustor had a higher efficiency over a 
conventional combustor. This work demonstrated that the rate of combustion could be 
sufficiently enhanced so that the length of a combustor could be reduced by -33% while 
maintaining high combustion efficiency. Combustion is enhanced because the pressure 
gradient associated with the centrifugal acceleration of a rotating flow causes rapid mixing 
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and transport of the hot gases towards the central axis of the flow. The accumulation of the 
hot gases near the central axis becomes a source of high temperature that promotes rapid 
combustion. 

Here, we have proposed and begun experiments on a UCC which will combine turning 
vanes to the rotor with the combustor and eliminate the stator leading to the combustor. A 
trench, or cavity, will run around the outer circumference of the vanes (Fig. 1). Aligned with 
this cavity, within each vane, will be a radial cavity. The idea is to bum rich in the 
circumferential cavity, allowing much of the required combustion residence time to take place 
in the circumferential direction of the engine, rather than the axial as is done conventionally. 
The flow within this cavity will be swirled to generate high "g" loading and reduce the 
chemical residence time. Flame stabilization occurs as combustion products are recirculated in 
the cavity. The intermediate products of combustion will be transported into the radial cavity 
in the vane where combustion will continue. Finally, across the leadmg edge of the vanes, 
again in a circumferential orientation, there will be a flame holder where products will be 
entrained into the main flow and complete the combustion process. Swirl from either the 
compressor (if used as a main combustor) or the turbine stage ahead of the ITB may be used 
to drive the swirl in the cavity. This will negate the need for a stator ahead of the combustor, 
further shortening the system. The increased residence time of the combustion products in the 
cavities will contribute significantly to achieving complete combustion in a short distance. 
The cavities are a folded combustion system so that the quick-quench, lean-bum process 
actually starts at the inlet of the combustor with the rich bum process taking place in parallel 
in the cavities, and is accompUshed without extending the length of the combustion system. 
We estimate that an ultra-compact combustor, of design as described above, would be at least 
66% shorter than a conventional combustion system defined as the diffiiser, combustor, and 
the turbine inlet guide vanes. 

Main Flow ^     ^^   yRadial Cavity 

(Lean Burr^T^ BBlMte     ^^"'^'^ ^*^   ■^■fliBHln Quench) 

Swirled 
Circumferential Cavity 

(Rich Burn) 

Figure 1: UCC/ITB Concept for Advanced 
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PULSE DETONATION PHYSIOCHEMICAL AND 
EXHAUST RELAXATION PROCESSES 

LRIR01PR02COR 

Principal Investigator: Dr. Fred Schauer (AFRL/PRTS) 

AFRL/PRTS 
1790 Loop Road North, Building 490 

Wright-Patterson AFB OH 45433-7103 

SUMMARY/OVERVIEW: 

The objective of this program is to establish the scientific knowledge of detonation 
initiation, propagation, and blow-down needed to develop a pulse detonation engine (PDE) that 
vdll fimction on hydrocarbon fuels. The complex interaction of chemistry, gas dynamics, 
turbulent mixmg, and geometry are responsible for the success or failure of the detonation 
phenomena required to operate a PDE. Detonation tube exhaust blow-down conditions, which 
are predicted to have a significant impact upon performance, will be explored in order to achieve 
basic understanding of the relationships between detonations, nozzles, and multiple detonation 
tube interactions. 

TECHNICAL DISCUSSION 

The technological motivation for this program is the need to develop low-cost high- 
performance PDE's that can operate on hydrocarbon fuels. PDE's rely upon detonation 
combustion to produce a pressure rise in the combustion chamber instead of the expensive 
rotating machinery used in gas turbine engines. Consequently, the most expensive and 
maintenance-intensive components of a conventional turbine engine, namely the compressor and 
turbme stages, will not be necessary in PDE's. PDE's operates on a near-constant-volume heat 
addition cycle as opposed to the constant-pressure cycle employed in nearly all conventional 
aero-propulsion systems. The constant volume cycle offers improvements to specific thrust, 
specific fuel consumption, and specific impulse at a greatly reduced cost. In theory, the PDE can 
efficiently operate at Mach numbers from zero to above four without using a combined 
cycle/rocket approach. However, there are some major technical problems that must be resolved 
before the full potential of PDE's can be realized. 

Foremost among the hurdles for a practical PDE system are the requirements for initiation 
and successful propagation of a detonation with hydrocarbon fuels in air. Although this has not 
been achieved in 60 years of PDE research, modem computational fluid mechanics (CFD), laser 
diagnostics, and high-speed instrumentation have not been applied to this challenge imtil 
recently.   CFD and experimental studies of deflagration-to-detonation transition (DDT) and 
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propagation are being carried out in order 
to explore the parameters controlling 
detonation initiation including: geometry 
effects, plasma ignition, hybrid fueled 
pre-detonators, and endothermic fuels. In 
addition to existing high-frequency 
instrumentation, an optically accessible 
test section will be coupled with aui 
high-framing rate cameras to observe the 
deflagration to detonation transition 
processes and compare with models. The 
imaging and laser diagnostics experience 
obtained from our AFOSR Combustion 
Research program will also be used to 
study the detonator tube blow down. 
High-frequency Schlieren, PLIF, and/or 
planar Raman imaging will be used to 
investigate the exit boundary conditions 
influence on thrust. Two-dimensional 
nozzles are used in these investigations, 
and an optical test section will be 
employed to study both the nozzle flow 
conditions and multi-tube interactions. 
CFD calculations are used to gain an 
understanding of the mechanisms 
whereby the thrust is influenced by the 
conditions established when the 
detonation wave reaches the exit plane. 
For example, oiu- Chin detonation spiral 
was developed recently because 
modeling of the detonation initiation 
processes indicated a new mechanism for 
starting detonations. The insight gained 
from discovering these phenomena 
resulted in propane/air detonations with 
no oxygen enrichment. 

This research couples the 
Combustion Science Branch's extensive Figure 1. ffigh speed imaging of DDT processes. From top 
basic combustion research experience to bottom: stUl of polycarbonate tube with Shelldn spiral, 
with the pulse detonation engine in-house formation of hot spot, formation of multiple hot spots, micro 
research program and high-fidelity explosion, DDT event, subsequent right running detonation 
detonation modelmg capabilities in order and left running retonation, and in the last frame: left 
to gam the understanding required to running expansion wave during blow down process, 
overcome the fundamental technological 
hurdles bracketing the PDE tube: detonation initiation and blow down conditions. Prior 6.2 
studies conducted by AFRL/PRTS have made tremendous progress, but we lack xmderstanding 
of the mechanisms enabling this progress. The techniques developed under this research effort 
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Figure 2.  Variation of thrust versus equivUance ratio for various 
fuel-air mixtures. 

are producing this understanding 
and then applied to the challenges 
of detonation initiation and tube 
blow down. 

Computational modeling and 
experiments have been conducted in 
order to imderstand the mechanisms 
required for deflagration-to- 
detonation-transition (DDT). The 
complex interaction of chemistry, 
gas dynamics, and geometry was 
found to play a key role in the 
generation of coalescing 
compression waves that were 
ultimately responsible for the 
creation of 'hot spots' required for 
successful DDT. Mechanisms 
studied by this research for DDT 
include:       obstructions   such   as 
classical Shelkin spirals which create compression wave reflections while increasing flame speed 
through turbulence and flame mixing enhancement (see high speed imaging results in Fig. 1); 
'Smimov' type cavities which generate compression waves that subsequently interact with the 
flame front; and flame propagation in small detonator tube to cell width ratios which result in 
increased transverse wave reflection events. 

The imderstanding gained of these complex mechanisms through CFD, DDT is 
experimentally achieved in complex hydrocarbon-air mixtures that did not previously achieve 
DDT in a practical configuration. Furtiiermore this work has been extended from detonation of 
vapor fiiel/air mixtures, to the detonation of liquid ftiel/air mixtures. Sample results of specific 
impulse versus a wide range of equivilance ratios are shown in figure 2 with hydrogen, propane, 
and liquid gasoline ftiels.   The mechanisms described above have subsequently been applied 

towards successfiil detonation initiation 
in motor gasoline, av-gas, JP4, JP8, and 
ethanol with stoichiometries ranging 
from 0.7 to over 4. Data is compared to 
analytical predictions by Shepard. The 
heating values for the complex 
hydrocarbon fiiels shown are all 
similar, except for ethanol, which has a 
lower heating value and a resultant 
lower specific impulse. 

Exhaust relaxation processes have 
also been studied both nimierically and 
experimentally. The detonator tube 
blow down process had previously 
been found to have a significant impact 
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Figure 3. Variation of specific impulse (fuel) versus 
detonator tube fill fraction for tubes of varying area. 
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on the resulting PDE perfonnance and 
is also the source of much controversy 
as small changes in the exit conditions 
may  impact  the  pressure  relaxation 
portion of each detonation cycle.   The 
effects    of   nozzles,    bleeding    off 
detonation pressure, ejectors, and other 
detonator geometry's which impact the 
sensitive tube exit boundary conditions 
are being examined.     Some sample 
results depicting the impact of changing 
detonator tube  shape  and operating 
conditions are contained in figure 3. Axial variations in tube area, combined with the coupling 
of detonations with expansion and compression waves,   were found to produce variations in 
efficiency as high as 75%.   The changing operating condition result in much different blow 
down mechanisms as seen in the images of figure 4. 

Figure 4. High speed images ofdetonation blow down. On 
the left blow down event, a spherical compression wave and 
vortex roll up is evident On the right, a much different 
process has occurred. 
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SUMMARY/OVERVIEW: 

Catalytic ignition permits small engines to operate effidentiy witti heavy fiiels. The 
technology advances the Aimy towards its goal of a 'one-fiiel' military and can inqirove the 
performance of heavy fliel engines q)erating under part-load conditions. Findings discussed 
below include: 1) design of a small genset evaluation protocol inchiding acquisition of 
baseline performance data; 2) development of a first-order model to predict igniter ignition 
timing; 3) changing Ihe catalytic igniter design for JP-8 operation in a small genset 

Portable Genset Platform Baseline Test Protocol 

A prior visit to Army CECOM at Ft Belvoir established the need for 500 W to 1 kW 
gensets. The Army currently has no gensets with this power ouQjut that operate on diesel or 
JP-8. Commercially available gensets in this size range - for example, Honda models 1800 
and 2000 - meet the weight requirement (these gensets weigh less than 20 lbs) but run on 
gasoline. 

Conversion of a small genset, like Ihe Honda eu- lOOOi (Figure 1), to operation with heavy 
fiiels (Dl, D2, IP-5 and/or JP-8) meets a need tiie miUtaiy has today. TWs genset has a 
nominal 1,000W ou^ut 

Tests were done to determine the Brake Specific Fuel Consumption (BSFC) and Brake 
Specific Emissions (BSE) of a Honda eu- lOOOi gasoline generator to within a 95% 
confidence interval. The Brake Specific Fuel Consumption is calculated using the following 
values: mass of the fuel consumed by the generator (m), power output (P), and running 
generator time (t). The emissions included in this analysis are hydrocarbons (HQ, nitrogen 
oxides (NOx), carbon monoxide (CO), and carbon dioxide (CO2). The Brake Specific 
Emissions is determined similarly to flie BSFC except that the mass of the emission produced 
is used instead of the fixel consumed. The tests estabUshed a set of baseline data for use as a 
comparison when the generator is converted to a catalytic ignition system using JP-8. 
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Figure 1. Honda 
EU1000iA2genset 

To determine the BSFC and BSE values, a load cell 
(light bar) was attached to the generator and ran multiple, 
3-minute time intervals for loading conditions of 1,3,5,7 
and 9 lOOW light bulbs. The values fiom these tests were 
used to determine the BSFC and BSE at each load 
condition. For the BSE, a 5-gas analyzer was attached to 
the exhaust of the generator for the same loading 
conditions as the BSFC. Additionally, the generator was 
tested with the economy throtde on and off for each load 
conditioa Both the BSFC and BSE were taken 
simultaneously. The following results were obtained: For 
the economy throtde setting on the generator, the range of 
BSFC values was 581.00 ± 21.2 g/kW-hr for 10 bulbs 
and 1710.80 ± 255.55 g/kW-hr for 1 bulb. For the 

maximum throttle setting, the BSFC ranged from 588.21 ± 12.71 g/kW-hr for 10 bulbs 
and 2750.88 ± 192.26 g/kW-hr for 1 bulb. For the emissions data, the vahies ranged from 
250 PPM to 362 PPM for HC, 153 PPM to 202 PPM for NOx, 3.21 % to 7.44 % for CO, 
and 8.5 % to 12.23 % for CO2. After taking this data and analyzing, it was found that fee 
mass measurement was the biggest contributor to error with between 60 and 80 percent of 
error being contributed by the mass.  A fuel mass metering system was developed to 
correct this. 

First-Order Catalytic Ignition Timing Model 
Until recently, timing the ignition of flie SmartPlug® has been stricdy empirical. To 

better understand the behavior of catalytic ignition, a first-order combustion model was 
created. The model balances mass and energy, uses a two-step global combustion model 
with diesel fiiel parameters, and involves 24 ordinary diflFerential equations that are 
solved simultaneously with Madab®. This model was originally used to predict flie 
behavior of aqueous fiiels, but was modified to suit heavy fuels. This model is used to 
establish trends, gain a better understanding of the physics behind this type of ignition, 
and determine the design parameters that have the kurgest wapact an ignition timing. 

In order to represent die Smartplug®, the igniter was divided into three zones for a 
hmqjed-parameter model. Each zone is assumed to be perfectiy stirred (i.e. characterized 
by a single temperature and fuel concentration) and situated as in Figure 2 below. Zone I 
is the main chamber, and part of the pre-chamber without core; Zone U is the region of 
the pre-chamber that surrounds tfie catalytic portion of the igniter core. This is the only 
zone where catalytic surface reactions take place. Also note that electrical heating is 
possible in diis zone. Zone in is the region of the pre-chamber that surrounds the non- 
catalytic portion of the igniter core. This is the only region where gas-phase reactions 
take place. Pressure is assumed to be constant across all zones and determined by piston 
position. Mass is progressively transferred fix)m Zone I to Zone IE as the piston moves 
upward. The temperature and fuel concentrations in each zone are govemed by equations 
of mass and energy conservation. 
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Figure 2. Igniter cutaway sliowing zones used in ignition calculations. 

Catalytically assisted ignition in internal combustion engines has two distinct phases. 
The first phase is catalytic oxidation of the fresh mixture entering the pre-chamber. 
Provided that Ihe catalyst is above the surfece ignition temperature for a given fuel, this 
begins as soon as the interfece between the fiesh charge and the residual gas from tiie 
previous cycle contacts the catalyst. The second phase is the auto-ignition of the 
unbumed mixture that accumulates in the rear of the pre-chamber. 

By plotting the ratio of heat release rates as a fimction of crank angle, it is possible to 
detect departure from a motoring trace. Ignition is defined when the homogeneous energy 
generation rate exceeds the heterogeneous rate (Figure 3). 
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F^ure 3. Catalytic ^;nition of the prechamber is defined when the 
homogeneous energy generation rate exceeds the heterogeneous energy 
generation rate (indicated by the arrow). 
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Tlie results of a parametric study using the model illustrates the impact of igniter 
length and surfiice temperature on ignition timing (Figures 4 and 5). 
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Figure 4. Impact of igniter length on ^tion timing. 
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Parannetric Study of Igniter Surface Temperature on Ignition Timing 
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Figure 5. Impact of igniter surface temperature on ignition timing. 

Igniter Design for Honda Genset Conversion 
Igniters were designed to convert a Honda eu- lOOOi gasoline-fueled to jet fiiel 

operation with catalytic ignitioa The design requires downsizing the igniter prechamber 
to accommodate the existing sparkplug access and avoid changes to the head.  Other 
changes will inchide replacing the main carburetor jet with a variable needle valve to 
accommodate JP-8 fiiel viscosity and air-fuel ratio and replacing the choke plate with a 
plate fliat has improved sealing for producing fuel-rich mixtures for cold start 
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SUMMARY 

Velocity filtered joint density function (VFJDF) and its transport equation used in PDF- 
based large eddy simulation (LES) of turbulent combustion are studied experimentally in an 
axisymmetric turbulent jet. The statistical characteristics of the VFJDF and the unclosed 
terms in its transport equation are analyzed using their conditional averages. The VFJDF is 
found to have qualitatively different characteristics for small and large subgrid-scale (SGS) 
kinetic energy. The characteristics under the latter conditions suggest that the SGS turbu- 
lence is under rapid distortion and is in non-equilibriimi. Therefore the velocity-wave-vector 
PDF model of Van Slooten and Pope (1997), capable of treating rapid distortions, may be 
very useful as a model for SGS turbulence. 

TECHNICAL DISCUSSION 

PDF-based LES approaches for computing turbulent combustion have shown great promise 
(Gicquel et al. 2002). A method currently being estabhshed by Peyman Givi's group solves 
the velocity-scalax FJDF transport equation. This approach treats the SGS scalar transport 
exactly and has the potential to provide a more realistic description of the SGS mixing. 
Gicquel et al. (2002) has developed a stochastic VFJDF model based on the Generalized 
Langevin Model for PDF methods. Here we study the VFJDF and its transport equation 
for improving VFJDF models. The results also provide a basis for studying the velocity- 
scalar FJDF. 

The velocity FJDF is defined as 

/„(V; X, t) = / n <5[«i(x', t) - Vi\G{-x' - x)dx', (1) 

where V, 5, and G axe the sample-space variable for u, the Dirac delta function, and the filter 
function, respectively. The integration is over all physical space. The FJDF represents the 
weighted joint distribution of the velocity components in a grid cell, and for a top-hat (box) 
filter /u(V)dV is the firaction of fluid in the grid cell whose velocity components are between 
Vi and Vi + dVi. The transport equation of the FJDF is obtained using the Navier-Stokes 
equations: 

where (• |u = V)/, denotes a conditionally filtered variable conditional on the velocity vector. 
The left hand side represents the time rate of change of the FJDF and transport of FJDF 
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in physical space. The terms on the right hand side are transport of the FJDF in velocity 
space by the resolvable-scale pressure gradient, by the SGS pressure gradient, and by the 
viscous acceleration.  An alternative term to the conditionally filtered viscous acceleration 

is the conditionally filtered energy dissipation {eik\u — 'V)L, where €ik = v—--^ is the 
dxj dxj 

energy dissipation tensor. 

The FJDF is a random process and requires statistical descriptions. Here we employ 
conditional sampUng and averaging techniques. Previous studies of conserved scalar FDF 
and its transport equation using these techniques (Tong 2001, Wang and Tong 2002) have 
shown that the SGS scalar is in equilibrium and non-equihbrium for small and large SGS 
scalar variance respectively, and the two regimes have quaUtatively diflferent characteristics. 
For equiUbrium SGS scalar the FDF is on average near Gaussian, indicating that the SGS 
scalar is well mixed. For non-equilibrium SGS scalar the FDF is bimodal, thus the SGS 
scalar is poorly mixed. These results for the SGS scalar suggest that similar distinctions 
may also exist in the SGS velocity field. Thus we investigate the VFJDF and the SGS terms 
in the FJDF transport equation by analyzing their conditional means with the SGS kinetic 
energy, KL = {{U"^)L + {V"^)L)/2 as a conditioning variable. 

Our measurements were made in an axisymmetric turbulent jet at 80 jet nozzle diameters 
{D -15 mm) downstream. The jet Reynolds number UD/u is 40000. A sensor array 
consisting of three hot-wire probes is used to obtain data for performing filtering operations 
in both the streamwise (x) and transverse (y) directions. The filter size is 20 mm. This 
technique enables us to acquire a large amount of data (10'^ samples) necessary to achieve 
statistical convergence. Because the filter in the x direction is a true box filter whereas 
that in the y direction is an approximation by three discrete points, some subgrid-scale 
fluctuations are excluded fi-om the computed subgrid-scale velocity. It is easily shown that 
this aliasing effect is stronger for the u component. To faithfully capture the structure of 
the SGS velocity field, equal contributions to KL from the two velocity components are 
needed. Thus, a weighting coefficient a is used in obtaining the conditioning variable: K'j^ = 
l/2(a(u"2)i -f- {V"^)L)- We also use diflFerent a values to capture structures with different 
levels of anisotropy. 

A. The velocity FJDF 

The mean FJDF conditional on the SGS energy and the resolvable-scale velocity is shown 
in Fig. 1. For small SGS energy the conditional FJDF is close to joint-Gaussian, similar to 
the JPDF in a fully developed turbulent jet, which is in quasi-equilibrium. For large SGS 
energy {KI^/{K'L) = 4.2) the FJDF has an approximately imiform region, beyond which the 
FJDF decreases rapidly (faster than joint-Gaussian). The existence of the uniform region 
suggests that the SGS velocity field under this condition contains structures in which the 
velocity varies approximately hnearly in physical space. Examples of such structures include 
axisymmetric contraction and expansion, plane strain, and plane strain plus plane shear. 
Since these local structures occur at large K'j^, the strain rate imposed by them is larger 
than the average turbulent strain rate near the filter scale. As a result, the production of 
the SGS energy increases, and when the strain rate is sufficiently large, the "background" 
SGS turbulence (the SGS turbulence minus the'structure) may be undergoing local rapid 
distortion.  This suggests that the SGS velocity field is in non-equilibrium, because rapid 
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distortion is a linear process, and spectral transfer is not effective in responding to the 
increased SGS energy production. Therefore the dissipation lags behind the production, 
resulting in local non-equihbrium. 

Since wavenumber information is needed to describe turbulence under rapid distortion, 
conventional one-point PDF model is not sufficient. To overcome this difficulty. Van Slooten 
and Pope (1997) developed a velocity-wave-vector PDF model which gives exact Reynolds 
stress under the rapid distortion Umit. The present study suggests that local rapid distortion 
might exist even when the mean strain rate is not large. Thus it may be beneficial to adopt 
this model to LES so that the local rapid distortion effects can be taken into account. 

B. The conditionally filtered viscous acceleration and dissipation 

In the present study two components of the viscous acceleration vector are measured. The 
conditionally filtered viscous acceleration vector is shown in Fig. 2 as streamline plots. The 
magnitude of the vector field, normalized by SuK^' /A^, is given as gray scale isocontours. 
The streamlines generally flow towards a stagnation point, which is approximately at the 
peak of the VFJDF. The magnitude of the acceleration increases with the magnitude of 
the velocity. This dependence is similar to that of the scalar diffusion on the value of 
the scalar. However, for large SGS energy the normahzed magnitude is smaller. This is 
because the velocity in the local structures varies approximately hnearly in the physical 
space and contributes little to viscous acceleration. This behavior fvirther suggests that the 
"background" SGS tvirbulence is undergoing rapid distortion. 

The conditionally filtered energy dissipation (one component) u{-—)^ normalized by 

SuKi/A^ is given in Fig. 3 as surface plots. This normalization gives the ratio of the 
total dissipation to the contributions from the strain rate at the filter scale. For small SGS 
variance the surface is concave with moderate dependence on the velocity vector. For large 
SGS energy the dissipation increases somewhat with u, but the surface is flatter and the 
overall dependence on the velocity is weaker. In addition the normalized dissipation values 
are smaller than those for the small SGS energy. This is because the local structure (rapid 
distortion) contributes significantly to the total dissipation. Thus the local rapid distortion 
also modifies the dissipation scales. The results show that the state of the SGS turbulence 
ranges from equihbrium and non-equihbrium to rapid distortion, providing strong support 
for adopting the velocity-wave-vector model to LES. 
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Figure 1: 

K'JiK'r) 
regio 

Mean FJDF conditional on the SGS energy and the resolvable-scale velocity: (a) 
= 0.33, {U)L = {u) (3 ni/s), (t;)/. = 0. The FJDF is close to joint-Gaussian; (b) 
= 4.2. (u)r. = (u) (3 m/sl. (v)i. = 0.  The FJDF has an aDoroximatelv uniform 

1/   0 

(a) ""^ (b) 
Figiu-c    2:       Normalized    mean    conditionallv    filtered    viscous    acceleration    vector 

^^^^5x2'2 9x2)l'"''^')^'l-^i:''(")^'(^)j^)-    Tiie conditions are the same as in Fig. 1.    The 
diffusion is smaller for large SGS energy. 

Figure 3: Normalized mean conditionally filtered dissipation. The conditions are the same 
as in Fig. 1. The dissipation is smaller for large SGS energy. 
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